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Abstract

Software-Defined Networking (SDN) enables change and innovation within the net-

work. SDN moves the control plane into software independent of the data plane. By

doing so, it allows network operators to modify network behavior through software

changes alone. The controller and switches interact via a standardized interface, such

as OpenFlow. Unfortunately, OpenFlow and current hardware switches have several

important limitations: i) current switches support only a fixed set of header types;

ii) current switches contain a fixed set of tables, of fixed size, in a fixed order; and

iii) OpenFlow provides a limited set of actions to modify packets.

In this work, I introduce the Reconfigurable Match Tables (RMT) model. RMT

is a RISC-inspired switch abstraction that brings considerable flexibility to the data

plane. With RMT, a programmer can define new headers for the switch to process;

they can specify the number, size, arrangement, and inputs of tables, subject only to

an overall resource limit; and finally, they can define new actions to apply to packets,

constructed from a minimal set of action primitives. RMT enables the data plane to

change without requiring the replacement of hardware.

To demonstrate RMT’s feasibility, I describe the design of an RMT switch chip

with 64 × 10 Gb/s ports. The design contains a programmable packet parser, 32

reconfigurable match stages, and over 7,000 action processing units. A comparison

with traditional switch designs reveals that area and power costs are less than 15%.

As part of the design, I investigate the design of packet parsers in detail. These

are critical components of any network device, yet little has been published about

their design and the trade-offs of design choices. I analyze the trade-offs and present

design principles for fixed and programmable parsers.
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Chapter 1

Introduction

Networks are part of the critical infrastructure of our businesses, homes, and schools.

This importance is both a blessing and a curse for those wishing to innovate within

the network: their work is more relevant, but their chance of making an impact is

more remote. The enormous installed base of equipment and protocols, as well as the

reluctance to experiment with production traffic, have created an exceedingly high

barrier to entry for new ideas. Until recently, researchers and network operators have

had no practical way to experiment with and deploy new network protocols at scale

on real traffic. The result was that most new ideas went untried and untested, hence

the commonly held belief that the network infrastructure has “ossified.”

Software-defined networking (SDN) enables innovation within the network by al-

lowing networking equipment behavior to be modified. Forwarding decisions within a

software-defined network are made by software residing external to the switches; the

switches merely forward traffic based on the decisions made by the control software.

New protocols can be tested and deployed, and the network can be customized to par-

ticular applications, by replacing only the control software. Upgrading or replacing

software is far easier than upgrading or replacing hardware.

1



2 CHAPTER 1. INTRODUCTION

1.1 What is SDN?

The Open Networking Foundation (ONF) [88], an industry consortium responsible

for standardizing and promoting software-defined networking, defines SDN as:

The physical separation of the network control plane from the forwarding

plane, [in which] a control plane controls several devices.

The SDN control plane resides in software external to the switches. Forwarding

decisions are made by the software control plane (the controller) and programmed

into the switches.

Network behavior can be changed via software updates with SDN. Compared with

hardware, software is easy, fast, and inexpensive to upgrade or replace. SDN enables

researchers to experiment with new ideas, and it enables operators to deploy new

services and customize the network to meet application needs.

SDN offers benefits across many different networking domains. Applications that

utilize SDN have been demonstrated or proposed for enterprise networks, data centers,

backbones/WANs, and home networks. New services that are enabled by SDN include

new routing protocols, network load-balancers, novel methods for data center routing,

access control, creative hand-off schemes for mobile users or mobile virtual machines,

network energy managers, and so on.

1.2 OpenFlow and match-action

In order to separate control and forwarding planes, the controller needs a means or

Application Programming Interface (API) to control the forwarding plane switches.

OpenFlow [76] was designed be such an API. OpenFlow is a standardized open proto-

col for programming the flow tables within switches; the motivation behind creating

an open protocol is that switches can be developed to be vendor-agnostic, greatly

simplifying the task of the control plane writer. Today, OpenFlow is the most widely

used SDN switch control protocol.
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OpenFlow models switches as a set of one or more flow tables containing “match-

action” or “match plus action” entries. Each entry consists of a match that identifies

packets and an action that specifies processing to apply to matching packets. Received

packets are compared against the entries in the flow table, and the actions associated

with the first match are applied to the packet. The set of available actions includes

forwarding to one or more ports; dropping the packet; placing the packet in an output

queue; and modifying, inserting, or deleting fields. Controllers program switches with

the OpenFlow API by specifying a set of match-action entries.

OpenFlow is a simple yet powerful mechanism for enabling innovation within

the network and, as a result, has garnered enormous interest from network owners,

operators, providers, and researchers. The simplicity and flexibility of the match-

action flow table abstraction makes it: i) amenable to high-performance and low-

cost implementation; and ii) capable of supporting a broad range of research and

deployment applications.

OpenFlow evolved from a project called Ethane [11], developed by Mart́ın Casado

at Stanford University. Ethane provides a logically centralized network architecture

for managing security policy in enterprise networks. A logically centralized architec-

ture was seen to have benefits beyond security, and thus OpenFlow was created by

researchers at Stanford and Berkeley to provide a more general abstraction.

Industry interest in OpenFlow has grown rapidly since its inception. Many switch

vendors have built OpenFlow-enabled switches [2, 10, 14, 15, 23, 33, 48, 51, 52, 61, 78,

86, 98], and many network operators have explored how OpenFlow might improve

their networks. OpenFlow has been deployed in service provider [49, 70, 108], data

center [29,83,85], and enterprise [21,84,111] environments.

Beyond commercial applications, OpenFlow is also used to enable research in

academia. OpenFlow provides the benefit of allowing experimentation at line rate

with real traffic without requiring custom hardware to be developed. Research

projects that utilize OpenFlow include a mechanism to slice a network and pro-

vide isolated slices to different controllers [105], the ability to utilize multiple wireless

networks simultaneously [125], the convergence of packet and circuit networks [19],

improvements to network debugging [44], the ability to move middleboxes outside
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of the network [40], and the reduction of energy consumption in data center net-

works [47].

Several versions of the OpenFlow specification have been published. OpenFlow

1.0 [90] presents a switch model with a single flow table and a fixed set of fields

for matching. OpenFlow 1.1 [91] extends the switch model to support multiple flow

tables, adds support for MPLS matching, provides multipath support, improves tag-

ging support, and enables virtual ports for tunnel endpoints. OpenFlow 1.2 [92] adds

support for IPv6 and extensible matching. OpenFlow 1.3 [93] adds tunneling and log-

ical port abstractions, support for provider backbone bridging (PBB) [54], and new

quality of service mechanisms. Finally, OpenFlow 1.4 [94] adds support for optical

ports, extends status monitoring, and enhances extensibility of the protocol.

1.3 The need for an SDN-optimized switch chip

The OpenFlow-enabled switches on the market today are built around switch chips

designed for use in traditional networks. Those switch chips are not optimized for use

in an SDN environment, resulting in numerous shortcomings when used to implement

an OpenFlow switch. Building a switch chip specifically for use in software-defined

networks allows those shortcomings to be addressed.

The biggest drawbacks of using existing switch chips to build a software-defined

network are unnecessary complexity and insufficient flexibility. Existing chips were

designed to support a huge list of features to ensure that they can be used by a large

set of customers; the majority of customers only use a small subset of the feature

set. The processing pipelines may be up to 10–12 stages deep to support the various

combinations of matching required by customers. These pipelines contain a fixed

number of tables, of fixed size, in a fixed arrangement, and they process a fixed set

of headers. The combination of a deep fixed pipeline and a huge feature set results

in a chip that wastes resources today and fails to address the needs of new protocols

tomorrow.
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Limitations of traditional switch ASICs for SDN

Numerous limitations have been identified with existing switch ASICs for supporting

SDN. The more important limitations are detailed below.

Unnecessary complexity

As previously mentioned, existing switch chips implement a huge feature set to sup-

port a large customer base, and the pipelines can be up to 10–12 stages deep to

support the various features. The majority of customers use only a small subset of

features.

The feature set required by OpenFlow is considerably smaller and simpler than in

existing chips. An SDN-optimized chip can eliminate complexity and dedicate more

resources to useful matching and action processing.

Matching on a fixed set of fields

Existing switch chips support a limited set of protocols. Using these chips, it is

impossible to match against newly defined protocols. An ideal SDN switch should

should be able to perform “arbitrary” matching on the first N bytes of a packet.

Fixed resource allocation

The tables within traditional chips are fixed: the number of tables, their size, their

arrangement, and the fields they match are all fixed. Ideally, it should be possible

to customize these table parameters for each use case in order to most effectively use

switch resources.

Small flow table size

Forwarding decisions in traditional networks are frequently made using information

with a relatively course granularity, such as the destination Ethernet address or the

destination IP prefix. Forwarding tables tend to be small, as relatively few entries

are required to support forwarding at these granularities; the forwarding table only
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needs to be large enough to hold one entry per host when performing L2 forwarding,

or one entry per subnet when performing L3 routing.

SDN allows much finer-grained forwarding decisions. Matching in OpenFlow 1.4

is performed across 40 fields: a flow can be defined across any combination of these

fields. The use of finer-grained forwarding decisions requires larger forwarding tables

because a single coarse-grained flow is likely to contain many fine-grained flows.

Complexity mapping flows into hardware (model and switch chip mis-

match)

The match-action switch model does not precisely match traditional switch chip ar-

chitectures. The ideal match-action switch model contains one or more flow tables

that support matching on any of the defined fields, allowing for the application of any

action. This model frees the programmer from concerns over switch implementation

details. Switch chips typically do contain multiple tables, but each table typically

supports only a subset of the match fields and offers a limited set of actions.

Early OpenFlow versions presented switches to the controller using the ideal

model. Mismatches between the model and the chip architecture required the switch

to map a single OpenFlow flow to multiple switch table entries, possibly split across

different tables. Correctly decomposing an arbitrary set of OpenFlow flows into switch

table entries in multiple tables can be extremely challenging.

Recent OpenFlow versions allow switches to report the valid match fields and

actions for each table, along with some support for controllers to request particu-

lar table configurations. This merely shifts the responsibility to the controller for

mapping flows onto switch tables.

Switch CPU bottleneck

The CPU is a bottleneck in most current OpenFlow implementations. CPUs inside

switches tend to offer low computational power—typically, they run at only a few

hundred megahertz, and the interface between the CPU and the switch tables tends

to be quite slow. A slow CPU and interface are sufficient in traditional network



1.3. THE NEED FOR AN SDN-OPTIMIZED SWITCH CHIP 7

applications, as tasks that involve the CPU, such as periodic routing table updates or

interaction with the user via the management interface, tend not to be time-critical.

The CPU is considerably more important in an SDN switch, as it is involved in

every communication exchange with the controller. The speed of the CPU and the

interface between the CPU and switch flow tables directly impacts the rate at which

the switch can process flow table update messages.

Slow flow installation rate

Most OpenFlow switches today support flow installation rates on the order of several

hundred flows per second. This flow installation rate is insufficient for highly dynamic

environments, in which large numbers of new flows arrive on a regular basis. The slow

flow installation is caused primarily by the switch CPU bottleneck mentioned above.

Flow status queries are expensive

Controllers may wish to query a switch for statistics about one or more flows, such

as the flow size and duration. The switch CPU must query the flow tables within

the switch for each entry for which statistics are being requested. This process can

take considerable time when counters for many entries must be retrieved due to the

switch CPU bottleneck; the switch may stop responding to control messages while

these queries are taking place. Worse, there is at least one implementation in which

the entire forwarding pipeline is paused while statistics are read.

Counters are not supported on all flows

Some tables within switches do not provide counters, preventing the controller from

retrieving flow size statistics. For example, the L2 MAC tables in many switches do

not provide counters; instead, they have a small number of bits associated with each

entry to allow the switch to determine whether the particular MAC address has been

recently seen.
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Tables supporting full flow size statistics contain a fixed amount of memory for

statistics. Not all applications require statistics for all flows; unfortunately, it is not

possible to repurpose statistics memory for matching.

1.4 Thesis statement

By designing an appropriate hardware architecture for SDN, we can enable SDNs

that are far more flexible than first-generation SDNs, while retaining the simplicity

and low cost of first-generation SDNs.

1.5 Organization of thesis

The remainder of this thesis is organized as follows. Chapter 2 describes three vari-

ations of the match-action model: single match table (SMT), multiple match table

(MMT), and reconfigurable match table (RMT). SMT is simple yet powerful, but it

is impractical to implement and program. MMT addresses SMT’s implementation

and programming shortcomings, but it limits flexibility. RMT provides consider-

ably more flexibility than MMT while avoiding SMT’s shortcomings. Switches today

are effectively the MMT model, but the demand for flexibility is increasing. Chap-

ter 3 presents a hardware architecture for implementing RMT and describes a 64

× 10 Gb/s RMT switch ASIC design. The RMT switch is approximately 14% larger

than current commodity MMT switches. RMT’s flexibility is provided predominantly

by three components: a programmable parser, a reconfigurable match engine, and a

flexible action processor. Chapter 4 investigates design trade-offs for packet parsers in

RMT and other switches, and a number of design principles are presented. RMT en-

ables many new and interesting applications. Chapter 5 describes OpenPipes, which

is a novel application for custom packet processing that “plumbs” modules using an

RMT network. OpenPipes relies on RMT’s ability to support and manipulate custom

packet formats. Finally, Chapter 6 presents conclusions.



Chapter 2

Match-Action models

Good abstractions—such as virtual memory and time-sharing—are paramount in

computer systems because they allow systems to deal with change and allow simplicity

of programming at the next highest layer. Networking has progressed because of key

abstractions: TCP provides the abstraction of connected queues between endpoints,

and IP provides a simple datagram abstraction from an endpoint to the network edge.

The match-action abstraction describes and models network device behavior, such

as that of a switch or router. In this abstraction, network devices are modeled as one

or more flow tables, with each table containing a set of a match plus action entries.

Devices operate roughly by taking a subset of bytes from each received packet and

matching those bytes against entries in the flow table; the first matching entry specifies

action(s) for the device to apply to the packet.

Common network device behaviors are easily expressed using the match-action

abstraction:

• A Layer 2 Ethernet switch uses Layer 2 MAC addresses to determine where

to forward packets to. The match-action representation contains a single flow

table with one entry for each host in the network: the match specifies the host’s

destination MAC address, and the action forwards the packet to the output

port that the host is connected to.

9
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• A Layer 3 router uses IP address prefixes to determine where to forward packets.

Forwarding loops are detected and prevented by decrementing the IP time-to-

live (TTL) field. The match-action representation contains a single flow table

with one entry for each IP prefix: the match specifies the IP prefix, and the

action instructs the router to decrement the IP TTL, update the IP checksum,

rewrite the source and destination MAC addresses, and finally forward the

packet to the desired output port.

• Virtual routers [38] and Virtual Routing and Forwarding (VRF) [17] extend

Layer 3 routing by enabling a single router to host multiple independent routing

tables. One or more fields, such as a Layer 2 MAC address or the VLAN tag, are

used to identify which of the multiple routing tables to use. The match-action

representation contains two flow tables. The first flow table identifies the routing

table to use and contains one entry for each MAC or VLAN identifier: each

match specifies a MAC address/VLAN tag identifier, and the action instructs

the router to use a particular virtual routing table. The second flow table

contains all routing tables, with an entry for each IP prefix in each routing

table: the match specifies a virtual routing table identified in the first table and

an IP prefix, and the action is identical to the standard Layer 3 router.

Figure 2.1 shows example match-action flow table entries for each of these applica-

tions.

As these examples show, the match-action abstraction encompasses existing net-

work device behaviors. Match-action is not tied to SDN. However, match-action is

an ideal abstraction for use in SDN between the controller and switches for several

reasons:

• Simplicity: all processing and forwarding is described via match-action pairs.

• Flexibility: match-action pairs allow expression of a wide array of packet-

processing operations.

• Implementability: large tables are easy to implement and search in hardware.
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Match-action is easy to understand and facilitates the construction of low-cost, high-

performance implementations.

Discussion of the match-action abstraction has been mostly conceptual thus far. Nu-

merous match-action models can be created with differing properties. Design of any

match-action model is guided by a number of decisions, including:

• What’s the appropriate number of tables?

• How should packet data be treated and matches be expressed? Should the

packet be viewed as an opaque binary blob or as a sequence of headers and

fields?

• What’s an appropriate set of actions?

This chapter presents three match-action models: single match table (SMT), multiple

match tables (MMT), and reconfigurable match tables (RMT). SMT is powerful but

impractical; MMT overcomes SMT’s impracticalities but provides limited flexibility;

and RMT provides considerable flexibility. Many, including myself, believe that RMT

is the appropriate model for SDN going forward and, as Chapter 3 shows, RMT can

be implemented in hardware at a low cost.

2.1 Single Match Table

Single Match Table (SMT) is a simple yet powerful model. The model contains a

single flow table that matches against the first N bits of every packet. No semantic

meaning is associated with any of the bits by the switch. Each match is specified

as a (ternary) bit pattern, and actions are specified as bit manipulations. A binary

exact match is performed when all bits are fully specified, and a ternary match is

performed when some bits are “wildcarded” using a ternary “don’t care” or “X”

value. Figure 2.2 shows the SMT model.
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Match Table

bits
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: ∞

Packet

Figure 2.2: Single Match Table (SMT) model.

Superficially, the SMT abstraction is good for both programmers (what could be

simpler than a single match?) and implementers (SMT can be implemented using a

wide Ternary Content Addressable Memory or TCAM). Matching against the first N

bits of every packet makes the model protocol-agnostic: any protocol may be matched

by specifying the appropriate match bit sequence.

A closer look, however, shows that the SMT model is neither good for programmers

nor implementers because of several problems. First, control plane programmers

naturally think of packet bytes as a sequence of headers (e.g., Ethernet, IP) which

themselves are made from sequences of fields (e.g., IP destination, TTL).

Second, networks carry packets with a variety of encapsulation formats, and a

header might appear in several locations in different packets (e.g., IP-in-IP, IP over

MPLS, and IP-in-GRE). Mapping this to a flat SMT model requires programmers to

reason about all combinations of headers at all possible offsets at the bit level rather

than at the field level. The table must store entries for every offset where a header

appears.

Third, the use of a single table that matches the first N bits is inefficient. N

must be large enough to span all headers of interest, but this often results in many

wildcarded bits in entries, particularly when header behaviors are orthogonal. An

example of orthogonal behavior is performing Layer 2 Ethernet switching with some

entries and Layer 3 IP routing with other entries; the Layer 2 entries must wildcard

the Layer 3 fields and vice versa.

It can be even more wasteful if one header match affects another, for example,

if a match on the first header determines a disjoint set of values to match on the
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second header. In this scenario, the table must hold the Cartesian product of both

sets of headers. This behavior is seen in virtual routers, where the Ethernet MAC

address or VLAN tag determines the routing table to use for IP routing. If two tables

are used, then the first table contains the Ethernet MAC addresses or VLAN tags,

and the second contains the IP routing tables, as in Figure 2.3a. If one table is used,

each MAC/VLAN value must be paired with each entry from the appropriate routing

table, as in Figure 2.3b.

MAC 1 Route table:     
MAC 2

Match Action

Route table:     
MAC 3 Route table:     
MAC 4 Route table:     

Route table:       IP 1 …, Output = 1
Route table:       IP 2 …, Output = 2
Route table:       IP 3 …, Output = 3
Route table:       IP 1 …, Output = 4

Match Action

Route table:       IP 2 …, Output = 5
Route table:       IP 3 …, Output = 6

(a) Virtual routing using two tables. The first table maps MAC addresses to routing tables
and the second table contains the routing tables. The tables contain a combined total of
10 entries.

MAC 1, IP 1 …, Output = 1
MAC 1, IP 2 …, Output = 2
MAC 1, IP 3 …, Output = 3
MAC 2, IP 1 …, Output = 1

Match Action

MAC 2, IP 2 …, Output = 2
MAC 2, IP 3 …, Output = 3
MAC 3, IP 1 …, Output = 4
MAC 3, IP 2 …, Output = 5
MAC 3, IP 3 …, Output = 6
MAC 4, IP 1 …, Output = 4
MAC 4, IP 2 …, Output = 5
MAC 4, IP 3 …, Output = 6

(b) Virtual routing using one table. The table must contain the Cartesian product of all
MAC address and routing table entries. The table contains 12 entries.

Figure 2.3: Example flow tables: virtual routing.
(The red and blue regions represent independent routing tables.)
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2.2 Multiple Match Tables

A natural refinement of the SMT model is the Multiple Match Tables (MMT) model.

MMT goes beyond SMT in two important ways: first, it raises the level of abstraction

from bits to fields (e.g., Ethernet destination address); second, it allows multiple

match tables that match on subsets of packet fields. Fields are extracted by a parser

and then routed to the appropriate match table. The match tables are arranged into

a pipeline of stages; stage i can modify data passed to and used in stage j > i, thereby

influencing j’s processing. Figure 2.4 shows the MMT model.

Match Table 1

fields

Width: W1 

D
ep

th
: D

n

Packet

Parser

Match Table n

Width: Wn 

fields

D
ep

th
: D

1

...

Figure 2.4: Multiple Match Table (MMT) model.

The MMT model eliminates the problems identified with the SMT model. Pro-

grammers can work at the intuitive level of fields instead of bits. Programmers no

longer need to reason about header combinations and their offsets as this is handled

by the parser. Narrower tables that match on specific headers can be used, and

orthogonal matches can be split across multiple tables to eliminate the Cartesian

product problem.

Existing switch chip pipelines may be viewed as realizations of the MMT model.

Figure 2.5 shows a pipeline representative of current chips.

An exploration of conventional pipelines reveals several shortcomings of the MMT

model. The first problem is that the number, widths, depths, and execution order

of tables in the pipeline is fixed. Existing switch chips (e.g., [7–9, 74, 75]) implement



16 CHAPTER 2. MATCH-ACTION MODELS

Parser

Match Tables

L2 Table

Ethernet 
Switching

L3 Table

IP
Routing

L2–4 Table

Access 
Control List

Action
Processing

Header fields

Packets

In

L2
fields

L3
fields

L2-4
fields

Queues

Out

Figure 2.5: A conventional switch pipeline contains multiple tables that match on
different fields. A typical pipeline consists of an Ethernet switching table that matches
on L2 destination MAC addresses, an IP routing table that matches on IP addresses,
and an Access Control List (ACL) table that matches any L2–L4 field. The parser
before the pipeline identifies headers and extracts fields for use in the match tables.

a small number (4–8) of tables whose widths, depths, and execution order are set

when the chip is fabricated. A chip used for an L2 bridge may want to have a 48-

bit destination MAC address match table and a second 48-bit source MAC address

learning table; a chip used for a core router may require a very large 32-bit IP longest

prefix match table and a small 128-bit ACL match table; an enterprise router may

want to have a smaller 32-bit IP prefix table, a much larger ACL table, and some MAC

address match tables. Fabricating separate chips for each use case is inefficient, and

so merchant switch chips tend to be designed to support the superset of all common

configurations, with a set of fixed size tables arranged in a predetermined pipeline

order. This creates a problem for network owners who want to tune the table sizes

to optimize for their network, or implement new forwarding behaviors beyond those

defined by existing standards. In practice, MMT translates to fixed multiple match

tables.

A second subtler problem is that switch chips offer only a limited repertoire of

actions corresponding to common processing behaviors, e.g., forwarding, dropping,

decrementing TTLs, pushing VLAN or MPLS headers, and GRE encapsulation. This

action set is not easily extensible, and also not very abstract. A more abstract set of

actions should allow any field to be modified, any state machine associated with the
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packet to be updated, and the packet to be forwarded to an arbitrary set of output

ports.

2.3 Reconfigurable Match Tables

The Reconfigurable Match Table (RMT) model is a refinement of the MMT model.

Like MMT, ideal RMT allows a pipeline of match stages, each with a match table of

arbitrary width and depth. RMT goes beyond MMT by allowing the data plane to

be reconfigured in the following four ways:

1. Field definitions can be altered and new fields added.

2. The number, topology, widths, and depths of match tables can be specified,

subject only to an overall resource limit on the number of matched bits.

3. New actions may be defined, such as writing new congestion fields.

4. Arbitrarily modified packets can be placed in specified queues, for output at

any subset of ports, with a queuing discipline specified for each queue.

This additional flexibility requires several changes to the MMT model. The parser

must be programmable to allow new field definitions. Match table resources must

be assignable at runtime to allow the configuration of the number and size of match

tables. Action processing must provide a set of universal primitives from which to

define new actions. Finally, a set of reconfigurable queues must be incorporated.

Figure 2.6 shows the RMT model.

The benefits of RMT can be seen by considering the new protocols that have been

proposed or ratified in the last few years. Examples of new protocols include PBB [54],

VXLAN [73], NVGRE [107], STT [20], and OTV [41]. Each protocol defines a new

header type with new fields. Without an architecture like RMT, new hardware would

be required to match on and process these protocols.

Many researchers have recognized the need for something akin to RMT and have

advocated for it. For example, the IETF ForCES working group developed the defini-

tion of a flexible data plane [27]; similarly, the ONF Forwarding Abstractions Working
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Figure 2.6: Reconfigurable Match Table (RMT) model.

Group has worked on reconfigurability [89]. However, there has been understandable

skepticism that the RMT model is implementable at very high speeds. Without a

chip to provide an existence proof of RMT, it has seemed fruitless to standardize the

reconfiguration interface between the controller and the data plane.

2.4 Match-action models and OpenFlow

OpenFlow has always used the match-action abstraction to specify flow entries. Open-

Flow 1.0 [90] uses a single table version of MMT: the switch is modelled as a single

flow table that matches on fields. OpenFlow 1.1 [91] transitioned to a multiple table

version of MMT, which has remained the status quo [92–94]. The specification does

not mandate the width, depth, or even the number of tables, leaving implementors

free to choose their multiple tables. A number of fields (e.g., Ethernet and IP fields)

and actions (e.g., set field and goto table) have been standardized in the specification;

these may be a subset of the fields and actions supported by the switch. A facility

exists to allow switch vendors to introduce new fields and actions, but the specifica-

tion does not allow the controller to define these. The similarity between the MMT

model and merchant silicon designs make it possible to map OpenFlow onto existing

pipelines [10, 48, 55, 86]. Google reports converting their entire private WAN to this

approach using merchant switch chips [49].
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RMT, as a superset of MMT, is perfectly compatible with (and even partly imple-

mented by) the current OpenFlow specification. The ONF Forwarding Abstractions

Working Group recognizes the need for reconfigurability and is attempting to enable

“pre-runtime” configuration of switch tables. Some existing chips, driven at least in

part by the need to address multiple market segments, already have some flavors of

reconfigurability that can be expressed using ad hoc interfaces to the chip.



20 CHAPTER 2. MATCH-ACTION MODELS



Chapter 3

Hardware design for Match-Action

SDN

Match-action is an ideal abstraction for SDN: it is conceptually simple; it provides

the power to express most in-network packet processing; and its flow table driven

structure makes certain flavors readily amenable to hardware implementation. In

fact, as §2.2 shows, current switch chip architectures match the MMT model, allowing

OpenFlow to be implemented on many of them.

Although many OpenFlow switches are available on the market today, they fail

to live up to the full promise of SDN due to the shortcomings identified in Chapter 1.

Many of these shortcomings relate to a lack of flexibility, particularly the inability

to specify the number, size, and arrangement of tables; the inability to define new

headers; and the inability to define new actions. The RMT model addresses this

lack of flexibility by explicitly enabling configuration in each of these dimensions.

However, the question remains as to whether an RMT implementation is practical at

a reasonable cost without sacrificing speed.

One can imagine implementing RMT in software on a general purpose CPU. But

for the speeds of modern switches—about 1 Tb/s today [9, 74]—we need the paral-

lelism of dedicated hardware. Switch chips are two orders of magnitude faster at

switching than CPUs [26], and an order of magnitude faster than network proces-

sors [16, 34, 43, 87]; this has been true for over a decade and the trend is unlikely to

21
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change. We therefore need to think through how to implement RMT in hardware to

exploit pipelining and parallelism while living within the constraints of on-chip table

memories.

Intuitively, arbitrary reconfigurability at terabit speeds seems an impossible mis-

sion. Fortunately, arbitrary reconfigurability it not required. A design with a re-

stricted degree of flexibility is useful if it covers a sufficiently large fraction of needs.

The challenge is providing sufficient flexibility while operating at terabit speeds while

remaining cost-competitive with fixed-table MMT chips. This chapter shows that

highly flexible RMT hardware can be built at a cost less than 15% above that of

equivalent conventional switch hardware.

General purpose payload processing is not the goal. The design aims to identify

the essential minimal set of primitives to process headers in hardware. RMT actions

can be thought of as a minimal instruction set like RISC, designed to run really fast

in heavily pipelined hardware.

The chapter is structured as follows. It begins by considering the feasibility of

implementing RMT using existing switch chips. It then proposes an architecture to

implement the RMT model and provides configuration examples that show how to

use the proposed RMT architecture to implement several use cases. The chapter then

explains the design in detail and evaluates the chip design and cost before concluding

with a comparison to existing work.

3.1 RMT and traditional switch ASICs

Merchant silicon vendors, such as Broadcom, Marvell, and Intel, manufacture the

switch ASICs found within many enterprise wiring closet and data center top-of-rack

(ToR) switches. These devices are available in capacities ranging from gigabits to

terabits [7–9, 74, 75]. Common among these chips is a basic high-level architecture:

they contain a parser that identifies and extracts fields from received packets, multiple

match tables that match extracted fields to determine the actions to apply, logic to

apply the desired actions, and buffer memory to store packets prior to transmission.

The set of supported headers—and the number, type, and arrangement of match
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tables—varies between switch chips. At a minimum, a switch contains tables for

L2 MAC address lookup, L3 IP route lookup, and L2–4 Access Control List (ACL)

matching. Figure 3.1 shows a representative switch processing pipeline.

Parser

Match Tables

L2 Table

Ethernet 
Switching

L3 Table

IP
Routing

L2–4 Table

Access 
Control List

Action
Processing

Header fields

Packets

In

L2
fields

L3
fields

L2-4
fields

Queues

Out

Figure 3.1: Conventional switch ASIC architecture.

While this traditional switch chip architecture provides a good fit for the MMT

model, it provides a poor fit for the RMT model. RMT demands a degree of flexibility

that traditional chips cannot supply. RMT’s flexibility demands include the following:

• The ability to define new headers and fields. The parsers in traditional chips

support a fixed set of headers chosen by the vendor at design time. They provide

no support, or very limited support, for defining new headers.

• The ability to specify the number, size, and arrangement of tables. The pipelines

in traditional chips contain a fixed set of tables, of a fixed size, in a fixed order.

• The ability to specify the fields that each table processes. The pipelines in tradi-

tional chips forward specific sets of fields to specific tables. For example, the L2

MAC table receives only the L2 and VLAN fields, preventing it from matching

L3 and L4 fields.

• The ability to define new actions. The action processing logic in traditional

switches provides a fixed set of actions chosen by the vendor at design time.

• The ability to apply any action from any table. Tables that implement a fixed

function typically support application of a subset of actions supported by the
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chip. For example, the L2 MAC table only provides the ability to forward a

packet to one or more ports and, possibly, to modify the VLAN tag.

Good support for RMT requires a new design for switch ASICs. The remainder of

this chapter describes such a design.

3.2 RMT architecture

The RMT model definition in §2.3 states that RMT allows a pipeline of match stages,

each with a match table of arbitrary width and depth, that match on arbitrary fields.

A logical deduction is that an RMT switch consists of a parser, to enable matching

on fields, followed by an arbitrary number of match stages. Prudence suggests the

inclusion of queuing to handle congestion at the outputs. Figure 3.2a presents a

logical architecture for the RMT model.

Looking a little deeper, the parser identifies headers and extracts fields. The RMT

model dictates that it be possible to modify or add field definitions, requiring that

the parser be reconfigurable. The parser output is a packet header vector, which is

a set of header fields such as IP destination address, Ethernet destination MAC, and

so on. The packet header vector also includes “metadata” fields; these include the

input port on which the packet arrived and other router state variables, such as the

current size of router queues.

The header vector flows through a sequence of logical match stages, each of which

abstracts a logical unit of packet processing (e.g., Ethernet or IP processing). The

match table size is configurable within each logical match stage. For example, one

might want a match table of 256 K × 32-bit prefixes for IP routing, or a match table

of 64 K × 48-bit addresses for L2 Ethernet forwarding. Each match stage may use

any of the fields within the packet header vector as inputs. An input selector within

each logical stage extracts the fields to be matched from the header vector.

Packet modifications are performed by the VLIW Action block. A Very Long

Instruction Word (VLIW) specifies the actions to apply to each field, and these actions

are applied in parallel to the vector. More precisely, an action unit exists for each field

F in the header vector, as Figure 3.2c shows. Each action unit takes up to three input
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values (including fields from the header vector and action data results corresponding

with the match) and rewrites F . Instructions also allow limited state (e.g., counters)

to be modified, which may influence the processing of subsequent packets.

Allowing each logical stage to rewrite every field may appear to be overkill, but

it allows shifting headers. For example, a logical MPLS stage may pop an MPLS

header, shifting subsequent MPLS headers forward, while a logical IP stage may

simply decrement the TTL. The cost of including an action unit per field is small

compared with the cost of the match tables, as §3.5 shows.

A next-table address output from each table match determines control flow; this

next-table address specifies the logical table to execute next. For example, a match on

a specific Ethertype in Stage 1 could direct processing to a later stage that performs

prefix matching on IP addresses (routing), while a different Ethertype could direct

processing to a different stage that performs exact matching on Ethernet addresses

(bridging).

The match stages control each packet’s fate by updating a set of destination ports

and queues. A stage sets a single destination port to unicast a packet, sets multiple

destination ports to multicast a packet, and clears the destination ports to drop a

packet. A stage applies QoS mechanisms, such as token bucket, by specifying an

output queue that has been preconfigured to use the desired mechanism.

The recombination block at the end of the pipeline “pushes” header vector modi-

fications back into the packet. Finally, the packet is placed in the specified queues at

the specified output ports, and a configurable queuing discipline is applied.

In summary, the RMT logical architecture of Figure 3.2a allows new fields to be

added by modifying the parser, new fields to be matched by modifying match memo-

ries, new actions to be applied by modifying stage instructions, and new queueing by

modifying the queueing discipline for each queue. The RMT logical architecture can

simulate existing devices, such as a bridge, a router, or a firewall; implement existing

protocols, such as MPLS and ECN; and implement new protocols proposed in the

literature—such as RCP [30]—that use non-standard congestion fields. Most impor-

tantly, the RMT logical architecture allows future data plane modifications without

requiring hardware modifications.
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3.2.1 Implementation architecture at 640 Gb/s

The proposed implementation architecture for the RMT model maps a small set of

logical match stages to a larger number of physical match stages. The mapping of

logical to physical stages is determined by the resource needs of each logical stage.

Multiple logical match stages that require few resources can share the same physical

stage, while a logical match stage that requires many resources can use multiple

physical stages. Figure 3.2b shows this architecture. The implementation architecture

is motivated by the following:

1. Factoring State: Switch forwarding typically has several stages (e.g., routing,

ACL), each of which uses a separate table; combining these into one table

produces the Cartesian product of states. Stages are processed sequentially

with dependencies, so a physical pipeline is natural.

2. Flexible Resource Allocation Minimizing Resource Waste: A physical match

stage has a fixed set of resources (e.g., CPU, memory). The resources needed for

a logical match stage can vary considerably. For example, a firewall may require

all ACLs; a core router may require only prefix matches; and an edge router

may require some of each. By flexibly allocating logical stages onto physical

stages, one can reconfigure the pipeline to metamorphose from a firewall to

a core router in the field. The number of physical stages N should be large

enough so that a logical stage that uses few resource will waste at most 1/Nth of

the resources. Of course, increasing N increases overhead (e.g., wiring, power);

N = 32 was chosen in this design as a compromise between reducing resource

wastage and hardware overhead.

3. Layout Optimality: A logical stage may be assigned more memory than that

contained in a single physical stage by assigning the logical stage to multiple

contiguous physical stages, as shown in Figure 3.2b. The configuration process

splits the logical stage into subsections that it assigns to consecutive physical

stages. The implementation performs lookups in all subsections but applies

only the actions corresponding to the first matching entry. An alternate design
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is to assign each logical stage to a decoupled set of memories via a crossbar [13].

While this design is more flexible—any memory bank can be allocated to any

stage—the worst-case wire delays between a processing stage and memories

grow at a rate of
√
M or more, which, in chips that require a large amount of

memory M , can be large. These delays can be ameliorated by pipelining, but

the ultimate challenge in such a design is wiring: unless the current match and

action widths (1280 bits) are reduced, running so many wires between every

stage and every memory may well be impossible.

In sum, the advantage of the architecture in Figure 3.2b is that it uses a tiled structure

with short wires whose resources can be reconfigured with minimal waste. Two dis-

advantages of this approach should be noted. First, power requirements are inflated

by the use of more physical stages than necessary. Second, this implementation archi-

tecture conflates processing and memory allocation. A logical stage requiring more

processing must be allocated two physical stages, but this allocates twice the memory

even though the stage may not need it. In practice, neither issue is significant: the

power used by the stage processors is at most 10% of the total power usage within

the chip design, and most use cases in networking are dominated by memory use, not

processing.

3.2.2 Restrictions for realizability

A number of restrictions must be imposed to enable realization of the physical match

stage architecture at terabit-speed:

Match restrictions:

The design must contain a fixed number of physical match stages with a fixed

set of resources. The proposed design provides 32 physical match stages at

both ingress and egress. Match-action processing at egress allows more efficient

processing of multicast packets by deferring per-port modifications until after

buffering.

Packet header limits:

A width must be selected for the packet header vector used for matching and
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action processing. The proposed design contains a 4 Kb (512 B) vector, which

allows processing complex headers and sequences of headers.

Memory restrictions:

Every physical match stage contains table memory of identical size. Match

tables of arbitrary width and depth are approximated by mapping each log-

ical match stage to multiple physical match stages or fractions thereof (see

Fig. 3.2b). For example, if each physical match stage allows only 1,000 prefix

entries, then two stages are used to implement a 2,000 entry IP logical match

table (upper-left rectangle of Fig. 3.2b). Likewise, a small Ethertype match

table could occupy a small fraction of a match stage’s memory.

Binary match and ternary match are both useful. Ternary match in TCAM

costs six times more than hash-based binary match in SRAM. Each physical

stage provides a mix of SRAM and TCAM to allow efficient implementation of

both types of match. Each physical stage contains 106 blocks of 1 K × 112 b

SRAM, used for 80 bit wide hash tables (§3.5.2 explains overhead bits) and to

store actions and statistics, and 16 blocks of 2 K × 40 b TCAM. Blocks may be

used in parallel for wider matches; e.g., a 160-bit ACL lookup uses four TCAM

blocks. Total memory across the 32 stages is 370 Mb SRAM and 40 Mb TCAM.

Action restrictions:

Realizability requires limiting the number and complexity of instructions in each

stage. In this design, each stage may execute one instruction per field. Instruc-

tions are limited to simple arithmetic, logical, and bit manipulation (see §3.4.3).

These actions allow implementation of protocols that manipulate header fields,

such as RCP [30], but they do not allow manipulation of the packet body, such

as encryption or regular expression processing.

Instructions cannot implement state machine functionality; they may only mod-

ify fields in the packet header vector, update counters in stateful tables, or direct

packets to ports/queues. The queuing system provides four levels of hierarchy

and 2 K queues per port, allowing various combinations of deficit round robin,



30 CHAPTER 3. HARDWARE DESIGN FOR MATCH-ACTION SDN

hierarchical fair queuing, token buckets, and priorities. However, it cannot sim-

ulate the sorting required for weighted fair queueing (WFQ) for example.

In this design, each stage contains over 200 action units: one for each field in

the packet header vector. Over 7,000 action units are contained in the chip,

but these consume a small area in comparison to memory (< 10%). The action

unit processors are simple, specifically architected to avoid costly to implement

instructions, and require less than 100 gates per bit.

Configuration of the RMT architecture requires two pieces of information: a parse

graph that expresses permissible header sequences and a table flow graph that ex-

presses the set of match tables and the control flow between them. §3.3 provides

examples of parse graphs and table flow graphs, and §4.2 and §3.4.4 explain each in

more detail. Compilers should perform the mapping from these graphs to the appro-

priate switch configuration. Chapter 4 provides details on compiling parse graphs;

compilation of table flow graphs is outside the scope of this dissertation.

3.3 Example use cases

This section provides several example use cases that illustrate the usage of the RMT

model and proposed RMT switch design. The chosen examples are connected and

build upon one another: the first implements a hybrid L2/L3 switch; the second adds

support for ACLs and RCP; and the third adds processing of a custom protocol.

3.3.1 Example 1: Hybrid L2/L3 switch

A hybrid L2/L3 switch uses the destination IP address to decide where to forward

IP packets, and the destination MAC address to decide where to forward all other

packets. In this scenario, the switch identifies IP packets by inspecting each packet’s

Ethertype field. The switch consists of four logical match stages, each with a logical

match table, as Figure 3.3a shows. The first table contains Ethertypes to identify

IP and non-IP packets; a small hash table suffices. The second is a ternary table

containing IP route prefixes. The third and fourth contain source and destination



3.3. EXAMPLE USE CASES 31

MAC addresses for learning and forwarding, respectively, implemented as hash tables.

The IP route and the two MAC tables should be as large as possible to maximize the

number of addresses they can store.

Ethertype

IPv4 
routing Src MAC Dst MAC

IP packets Non-IP packets

(a) Logical tables.

IPv4

Ethernet

END

END

(b) Parse graph.

IP route
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Src MAC Dst MAC
Action: Set
src/dst MAC,

decrement IP TTL

Action: Send
to controller
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(c) Flow graph.
1 2 32…Stage:

TC
AM
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(d) Memory allocation.

Legend

{Ethertype}
{Dst IP}{Src Port, Src MAC}
{Dst MAC}

Table Fields
Logical flow

Drop packet
Forward to buffer

Table Flow Graph

Figure 3.3: Hybrid L2/L3 switch configuration.

A parse graph specifies the headers within a network and their permitted ordering.

As Figure 3.3b shows, the switch processes Ethernet and IPv4 headers only; packets

always begin with an Ethernet header, and the IPv4 header is optional. A compiler

translates the parse graph into the parser configuration. This configuration instructs

the parser to extract and place five fields in the packet header vector: Ethernet Des-

tination MAC Address (L2 DA), Ethernet Source MAC Address (L2 SA), Ethertype,

IP Destination Address (IP DA), and IP TTL. Chapter 4 provides more detail on

parse graphs and their compilation.

The table flow graph (Figure 3.3c) specifies the match tables, the fields that each

match tables uses from the header vector, and the dependencies between tables. Using
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the table flow graph, a compiler maps the logical tables onto the physical pipeline,

ensuring that the table placement satisfies the dependencies between tables, and

configures the selector in each stage to select the fields used by the tables. §3.4.4

provides more information about table flow graphs and dependencies.

The table flow graph compilation determines an allocation of memory to logical

tables from across the physical stages (Figure 3.3d). The tables are implemented

using all 32 physical stages. In this example, the Ethertype table naturally falls into

Stage 1, with the remaining three tables spread across all physical stages to maximize

their size. The Ethertype table stores entries to differentiate between IP and non-IP

packets only; it is implemented as a 4 K × 80 b hash table.

The IP route table consumes all TCAM blocks in a 40 bit wide configuration,

chained across all 32 stages to provide one million prefixes. The IP route table also

consumes 32 RAM blocks per stage in a 160 bit wide configuration to store the action

primitives that are executed following a match. The standard IP router actions

are decrementing the TTL, rewriting the L2 source and destination addresses, and

forwarding to an egress port; decrement and assign primitives express these actions

(§3.4.3). A VLIW instruction with these primitives updates all fields simultaneously.

The source and destination MAC tables consume all unallocated RAM blocks,

configured as 80-bit hash tables that provide 1.2 million entries per table. Neither

the source nor destination MAC tables require additional RAM to store actions.

The source MAC table only takes action on a table miss, so individual table entries

require no actions. The destination MAC action is extremely small and can be stored

in unused bits inside each hash table entry.

Packet and byte counters compete with hash tables for RAM. This example does

not include counters; enabling these would halve hash table sizes. §3.5.2 provides

further detail on RAM consumption.

The parser, the memory allocation, and the match table input selectors are con-

figured at device power-up or during a later reconfiguration phase. Once configured,

the control plane can populate each table—for example, by adding IP DA forwarding

entries.
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Lookup and processing within the 32 match stages occurs as shown in Figure 3.4.

For simplicity, processing within a stage is partitioned into match and action phases;

the match phase requires m cycles, and the action phase requires a cycles. The

packet header vector is partitioned into input fields and output fields, which travel

independently through the pipeline.

Match Action

Stage 1

Stage 2

Stage 3

Time

⋮ ⋮⋮

0 1 2 3 4 5 6 7 8 9

Ethertype
IP route
Src MAC
Dst MAC

Ethertype
IP route
Src MAC
Dst MAC

I OS

Match Action
IP route
Src MAC
Dst MAC

IP route
Src MAC
Dst MAC

I OS
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IP route as the next table

No match in Stage 1 IP route 
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Successful match in Stage 2 IP route 
table. Do NOT apply actions in Stage 3.

: Input fields

: Match status

: Output fields

I
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S

Figure 3.4: Hybrid L2/L3 switch match stage processing.

The input fields arrive at Stage 1 at time t = 0. Stage 1 contains the Ethertype

table and subsections of the IP route, Ethernet source MAC, and Ethernet destination

MAC tables. Successor dependencies exist between the Ethertype table and each of

the other tables. Matching commences in all four tables at t = 0 and complete at

t = m. Action processing commences immediately after completion of the matches.

The result of the Ethertype table match indicates the other tables that should process

the packet; action processing is only applied for the indicated table(s). Stage 1

completes action processing and emits the output fields at t = l + a.
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Stage 1 forwards the input fields to Stage 2 immediately after receiving them;

Stage 2 receives the input fields at t = 1, which is before processing completes in

Stage 1. Stage 2 contains IP route, source MAC, and destination MAC table subsec-

tions; processing by each of these subsections is predicated on the success or failure

of matches in the corresponding tables in Stage 1. Matching commences in all three

subsections at t = 1 and completes at t = 1+m. Table match success or failure status

is identified at t = m in Stage 1 and forwarded to Stage 2, arriving at t = 1 + m.

Stage 2 uses the match status to predicate application of action processing for each

table subsection. Output fields are modified when action processing is applied, oth-

erwise output fields pass transparently through the stage.

Processing within each subsequent stage is offset by one cycle from the previous

stage. Processing in Stage 32 commences at t = 32 and completes at t = 32 +m+ a.

3.3.2 Example 2: RCP and ACL support

The second use case extends the previous example by adding Rate Control Protocol

(RCP) support [30] for congestion control and an Access Control List (ACL) for

simple firewalling. RCP minimizes flow completion times by enabling switches to

explicitly indicate the fair-share rate to flows, thereby avoiding the need to use TCP

slow-start. The ACL contains fine-grained flow entries to override the forwarding

entries in the IP route table, potentially forwarding traffic along a different path or

dropping certain traffic.

RCP offers the same rate to all flows while trying to fill the outgoing link with

traffic, thereby emulating processor sharing [65]. It also attempts to minimize delay

by keeping queue occupancy close to zero. RCP estimates the fair-share rate via

observation of traffic flowing through a switch; the basic equation used to update the

fair-share rate is:

R(t) = R(t− d) +

(
α(C − y(t))− β q(t)

d

)
N̂(t)

where d is a moving average of the round-trip time (RTT), R(t − d) is the previous

rate estimate, C is the link capacity, y(t) is the measured traffic rate since the last
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rate update, q(t) is the instantaneous queue size, N̂(t) is the estimate of the number

of ongoing flows, and α and β are parameters chosen for stability and performance.

The update equation shares excess capacity (i.e., C−y(t) > 0) equally amongst all

flows, and penalizes all flows equally when a link is oversubscribed (i.e., C−y(t) < 0).

The rate is decreased when the queue builds up; q(t)
d

is the bandwidth needed to drain

the queue within an RTT.

RCP support requires the switch to perform additional processing on packet

ingress and egress. Ingress processing updates several counters that are used to mea-

sure the traffic arrival rate and to update the RTT moving average; Algorithm 1

describes this processing. Egress processing stamps the calculated fair-share rate

into the RCP header; Algorithm 2 describes this processing. Only integer arith-

metic is required for the ingress and egress processing, making it readily amenable

to implementation in hardware. The periodic fair-share rate update calculations are

performed in the control plane.

Algorithm 1 RCP packet-arrival processing.

input traffic bytes ← input traffic bytes + packet size bytes
if this packet RTT < MAX ALLOWABLE RTT then

sum rtt Tr ← sum rtt Tr + this packet RTT
num pkts with rtt ← num pkts with rtt + 1

end if

Algorithm 2 RCP packet-departure processing.

if packet BW Request > rcp rate then
packet BW Request ← rcp rate

end if

Three additional headers are added to the parse graph (Figure 3.5a): RCP, TCP,

and UDP. In addition to the previous fields, the updated parser configuration extracts

the IP source address and protocol, the TCP/UDP source and destination ports, and

the RCP current rate and estimated RTT.

The example adds three tables to the table flow graph (Figure 3.5b): an ACL

table, an RCP arrival table, and an RCP departure table. The ACL table matches
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Figure 3.5: Hybrid switch with RCP/ACL configuration.

IP source and destination addresses, IP protocol, and TCP/UDP ports; actions may

direct the packet to a new output port or queue or drop the packet. The RCP arrival

and departure tables match on the output port; the arrival table sits before the output

queues while the departure table sits after the output queues. The RCP arrival table

accumulates the data used to calculate the fair-share rate by utilizing a stateful table

(§3.4.5) that maintains state across multiple packets. The RCP departure table

updates the RCP rate in output packets. The table uses the min action to select the

smaller of the packet’s current rate and the link’s fair-share rate. Fare-share rates are

recalculated periodically by the control plane.

Figure 3.5c shows the updated memory allocation. The allocation places the two

RCP tables in Stage 32, reducing the size of the existing tables. Each RCP table is

constructed as a 4 K × 80 b hash table. The arrival table requires an additional RAM

block for the stateful table that accumulates data for the fair-share rate calculation.
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Although both RCP tables are instantiated in Stage 32, the arrival table matches data

in the ingress pipeline while the departure table matches data in the egress pipeline.

The allocation provides a total of 20 K ACL entries (120 bit wide) using the TCAM

in the final two stages, reducing the IP route table to 960 K prefixes. The allocation

includes RAM entries to hold the associated action (e.g., drop, log).

3.3.3 Example 3: New headers

The final example extends the switch by adding support for a custom header named

MMPLS (“My MPLS”). MMPLS consists of two 16b fields: a label and a next header

field.

The modified logical switch behavior adds an MMPLS table prior to the MAC

and IP tables. The MMPLS table either i) replaces the MMPLS label and forwards

it to a port or ii) removes the MMPLS header and sends it to the MAC or IP tables.

MMPLS header insertion is supported in the destination MAC and IP route table

entries by extending their actions.

Figure 3.6 shows the updated parse graph, table flow graph, and memory allo-

cation. The allocation implements the MMPLS table as an 8 K entry hash table in

Stage 1; this requires reclaiming 16 RAM blocks from the MAC tables for MMPLS

match and action tables.

This extended switch allows MMPLS headers to be inserted and removed. Re-

moval of a header requires overwriting the Ethertype with the MMPLS next header

field and the removal of the four bytes of MMPLS header. These operations are

expressed using copy and assign primitives (§3.4.3). Header insertion is similar.

In practice, the user should not be concerned with the low-level configuration details of

the chip. The user only needs to specify switch behavior via a parse graph and a table

flow graph. Using these as inputs, a compiler generates the switch configuration.
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Figure 3.6: Hybrid switch with RCP/ACL/MMPLS configuration.

3.4 Chip design

The focus thus far has been the logical abstraction of an RMT forwarding plane that is

convenient for network users. The remainder of this chapter describes implementation

design details for a 640 Gb/s RMT switch (64 ports × 10 Gb/s).

The switch operating frequency was chosen to be 1 GHz. This frequency allows a

single pipeline to process all input data from all input ports, rather than requiring

multiple slower parallel pipelines. The 1 GHz frequency is slightly above the maximum

packet arrival of 960 M packets/s for the switch, which occurs when back-to-back 64-

byte minimum-sized packet streams arrive simultaneously on all 64 ports at 10 Gb/s.

The use of multiple parallel pipelines increases area requirements and/or reduces flow

table sizes because each pipeline requires its own set of memories. Figure 3.7 shows a
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block diagram of the switch chip; this design closely resembles the RMT architectural

diagram of Figure 3.2a.
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Figure 3.7: Switch chip block diagram.

Input signals arrive at 64 channels of 10 Gb/s SerDes (serializer-deserializer) I/O

modules. Four 10 Gb/s channels may be ganged together to create a 40 Gb/s channel.

The signals from the SerDes modules pass through modules that perform low-level

signalling and MAC (medium access control) functions such as checksum generation

and verification.

Data flows next to the parsers. Each programmable parser instance processes data

at 40 Gb/s, requiring a total of 16 ingress parsers to process data for all channels.

Each 40 Gb/s parser instance processes either four 10 Gb/s channels or one 40 Gb/s

channel. Many different combinations of headers may be present in received packets.

Each parser identifies the headers present in each packet and extracts fields of interest,

placing extracted fields into the packet header vector; the size of the vector is 4 Kb.

The switch configuration step assigns field locations within the vector, with fields

from multiple instances of a header (e.g., multiple MPLS tags or inner and outer IP

fields) being assigned unique locations. This configuration process ensures that each

field has a unique fixed location within the vector.

The switch multiplexes the input parser results into a single stream and feeds it

to the ingress match pipeline. The ingress match pipeline consists of 32 sequential

match stages. Deparsers at the end of the match pipeline merge data from the packet

header vector back into each packet.

A large shared on-chip buffer and associated queueing system provides storage to

accommodate queuing delays caused by output port oversubscription. Packet data is

stored in the data buffer while pointers to that data are kept in 2 K queues per port.

The data buffer allocates storage to channels as required. Channels at the egress
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of the data buffer request data from the buffer in turn using configurable queueing

policies.

Data retrieved from the buffer flows through an egress pipeline. An egress parser

extracts fields into the packet header vector, and that vector flows through 32 match

stages before being recombined with the packet at a deparser. Packets are then

directed to the appropriate output ports where they are driven off chip by 64 SerDes

output channels.

While a separate 32-stage egress processing pipeline seems like overkill, the egress

and ingress pipelines actually share the same match tables and thus the costs are

minimal. Egress processing is beneficial as it allows a multicast packet to be cus-

tomized by port (e.g., setting a congestion bit or MAC destination on a per-port

basis) without storing several different packet copies in the buffer.

Each of the major components in the design is described in more detail below.

3.4.1 Configurable parser

The parser accepts the incoming packet data and produces the 4 Kb packet header

vector as its output. The switch configuration process assigns each header field a

unique position within the header vector. The header vector is fed as input data to

the match pipeline. Each parser processes 40 Gb/s, composed of either one 40 Gb/s

stream or four 10 Gb/s streams; a total of 16 ingress and 16 egress parsers are used

to provide the requisite 640 Gb/s parsing throughput.

A user-supplied parse graph (Figure 3.3b) directs parsing. An offline algorithm

converts the parse graph into entries in a 256 entry × 40 b TCAM and associated

RAM. The parser TCAM is completely separate from the match TCAMs used in

each match stage. Each entry matches 32 bits of incoming packet data and 8 bits of

parser state. The ternary matching provided by the TCAM allows an entry to match

on a subset of bits in the incoming packet stream; for example, an entry can match

on just a 16-bit Ethertype value by wildcarding the other 16 bits of input.

The result of a TCAM match triggers an action, which updates the parser state,

shifts the incoming data a specified number of bytes, and directs the outputting of
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one or more fields from positions in the input packet to fixed positions in the packet

header vector. This loop repeats to parse each packet. The design optimizes the

critical loop by pulling critical update data, such as input shift count and next parser

state, out of RAM and into the TCAM output prioritization logic. The parser’s single

cycle loop matches fields at 32 Gb/s, translating to a much higher throughput because

not all fields need matching by the parser. A single parser instance easily supports a

40 Gb/s packet stream.

The design of packet parsers is the subject of Chapter 4. That chapter provides

greater detail on the design and operation of the programmable parser, the choice

of design parameters, and the algorithm that converts parse graphs into flow table

entries.

3.4.2 Configurable match memories

Each match stage contains two 640 bit wide match units: one is a TCAM for ternary

matches, and the other is an SRAM-based hash table for exact matches. The exact

match table unit aggregates eight 80-bit subunits while the ternary table unit aggre-

gates sixteen 40-bit subunits. Each subunit can be run independently for a narrow

table, in parallel with other subunits for wider tables, or ganged together in series

with other subunits into deeper tables. An input crossbar supplies match data to each

subunit by selecting fields from the 4 Kb packet header vector. As §3.2.1 describes,

the switch can combine tables in adjacent match stages to make larger tables. In the

limit, all 32 stages can be combined to create a single table.

The ingress and egress match pipelines of Figure 3.7 are actually the same phys-

ical block. The design shares the pipeline at a fine grain between ingress and egress

processing; a single physical stage can simultaneously host ingress and egress tables

(Figure 3.2b). To do this, the switch configuration process statically assigns each

packet header vector field, action unit, and memory block to ingress or egress pro-

cessing. Ingress fields in the vector are populated by ingress parsers, matched on by

ingress memories, and modified by ingress action units. Egress fields are treated in a
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similar manner. This static allocation of resources prevents contention issues because

each resource is owned exclusively by either ingress or egress.

Each physical match stage contains 106 RAM blocks, each of which is 1 K entries

× 112 b. Hash match table entries, actions, and statistics all utilize the same RAM

blocks. The fraction of blocks assigned for each purpose are configurable.

Exact match tables utilize the Cuckoo hash algorithm [37,64,96]. Each table uses

a minimum of four-way hashing, with each way using a separate RAM block; the

smallest hash table therefore consists of 4 × 1 K entries. The hash table performs

reads deterministically in one cycle, with all ways accessed in parallel. Ternary match

tables are implemented using the TCAM blocks; each match stage contains 16 TCAM

blocks of 2 K entries × 40 b.

Each match stage places match values, actions, and statistics in separate RAM

blocks; this allows the same action and statistics mechanisms to be used for hash and

ternary matches. Every hash and ternary entry contains a pointer to action memory,

an action size, a pointer to instruction memory, and a next-table address. The design

requires actions to be decomposed into operators and operands; operators are placed

in instruction memory while operands are placed in action memory. For example,

the action “Set VLAN to 51” is decomposed into the operator “Set VLAN” and the

operand “51.” The design places instructions (composed of operators) in a dedicated

instruction memory within each stage and places operands in action memory allocated

from the 106 RAM blocks.

The design supports packet and byte statistics counters for each flow table entry,

as specified in current OpenFlow specifications. Off-chip DRAM stores full 64-bit

versions of these counters while the 1 K match stage RAM blocks store limited reso-

lution counters on-chip. The switch uses the LR(T) algorithm [99] to update off-chip

counters; LR(T) ensures acceptable DRAM update rates. The design allows counters

for either two or three flow entries to be stored in each statistics word; this choice

provides a trade-off between statistics memory cost and DRAM update rate. Each

statistics counter increment is a read-modify-write operation, requiring one memory
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read and one memory write. The memory is single-ported, so a second memory port

is synthesized by adding one memory bank1.

3.4.3 Configurable action engine

The action engine provides separate processing units for each packet header field to

enable concurrent update of all fields (Figure 3.2c). The packet header vector contains

64, 96, and 64 words of 8 bits, 16 bits, and 32 bits, respectively, with an associated

valid bit for each field. The action engine can combine processing units for smaller

words to execute a larger field operation—e.g., two 8-bit units can merge to operate

on their data as a single 16-bit field.

The action engine within a stage executes one VLIW instruction per packet,

with each VLIW instruction containing one operation for each processing unit. As a

consequence, the action engine applies only one operation per field to each packet. A

“null” operation is applied to fields that do not require modification.

The processing units must provide sufficiently rich actions to support current and

future packet processing needs while being sufficiently limited to enable operation at

the desired throughput and to avoid excessive resource consumption. An analysis

of existing protocol behaviors and the operations supported by OpenFlow helped to

identify an appropriate set of primitive operations. Current protocol operations vary

in complexity; the simpler actions include setting and decrementing fields while com-

plex operations include PBB encapsulation and inner-to-outer field copies. Complex

operations can be subroutines at low speeds but must be flattened into single-cycle

operations at the 1 GHz clock rate using a carefully chosen instruction set.

Table 3.1 lists a subset of the action instruction set. The logical, arithmetic,

and shift instructions are self-explanatory. Deposit-byte enables depositing an ar-

bitrary field from anywhere in a source word to anywhere in a background word.

Rot-mask-merge independently byte rotates two sources, then merges them accord-

ing to a byte mask; it is useful in performing IPv6 to IPv4 address translation [4].

Bitmasked-set is useful for selective metadata updates; it requires three sources: the

1S. Iyer. Memoir Systems. Private communication, Dec. 2010.
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two sources to be merged and a bit mask. The move operations copy a source to a

destination: move always moves the source; cond-move only moves if a specified field

is not valid; and cond-mux moves one of two sources depending upon their validity.

The move operations only move a source to a destination if the source is valid—i.e., if

that field exists in the packet. The move operations can also be made to execute con-

ditionally on the destination being valid. The cond-move and cond-mux instructions

are useful for inner-to-outer and outer-to-inner field copies, where inner and outer

fields are packet dependent. For example, an inner-to-outer TTL copy to an MPLS

tag may take the TTL from an inner MPLS tag if it exists, or else from the IP header.

Shift, rotate, and field length values generally come from the instruction. One source

operand selects fields from the packet header vector while the second source selects

from either the packet header vector or the action word.

Instruction(s) Note
and, or, xor, not, ... Logical
inc, dec, min, max Arithmetic
shl, shr Signed or unsigned shift
deposit-byte Any length, source & destination offset
rot-mask-merge IPv4 ↔ IPv6 translation uses
bitmasked-set S1&S2 | S1&S3 ; metadata uses
move if VS1 then S1 → D
cond-move if VS2&VS1 then S1 → D
cond-mux if VS2 then S2 → D else if VS1 then S1 → D

Table 3.1: Partial action instruction set.
(Si means source i; Vx means x is valid.)

Several examples illustrate how these primitive operations are used to implement

various protocol behaviors. Layer 3 IP routing requires decrementing the IP TTL and

updating the Ethernet source and destination MAC addresses; this is implemented

using move instructions for Ethernet MAC addresses and the decrement operator for

the IP TTL. Figure 3.8a shows these instructions. An MPLS label push must insert

a new MPLS tag and copy the TTL from the previous outer MPLS tag or from the

IP header if there was no previous outer MPLS tag. Inserting the new MPLS tag is

implemented using multiple cond-move operations to move each existing MPLS tag
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one position deeper, the move operation to set the new tag, and the cond-mux opera-

tion to copy TTL from the previous outer MPLS label or the IP header. Figure 3.8b

shows these instructions with up to three levels of MPLS tags.

Header vector:

VLIW instruction:

Ethernet 
Dst MAC

Ethernet 
Src MAC

IPv4 
TTL

move move dec …

…

Action memory: New
Dst MAC

New
Src MAC

(a) Layer 3 routing.

Header vector:

VLIW instruction:

Tag TTL

Action memory:

Tag TTL Tag TTL IPv4 
TTL

MPLS 1 MPLS 2 MPLS 3

move cond-
mux

cond-
move

cond-
move

cond-
move

cond-
move

New tag

…

…

cond-mux sets the destination to the 
first input if it is valid; otherwise, it 

sets it to the second input if it is valid

cond-move sets the 
destination to the 

first input if it is valid

(b) MPLS label push.

Figure 3.8: Action instruction examples.

A complex action, such as PBB, GRE, or VXLAN encapsulation, can be compiled

into a single VLIW instruction and thereafter considered a primitive. The flexible

data plane processing allows operations that would otherwise require implementation

with network processors, FPGAs, or software; these alternatives would incur much

higher cost and power at 640 Gb/s.

3.4.4 Match stage dependencies

The match-action abstraction models switches as one or more match-action tables.

Packets flow through the tables in a switch, with each table completing processing
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of each packet before sending the packet to the next table. Mechanisms may option-

ally be included to allow skipping tables. The switch configuration can easily ensure

correctness by mapping logical tables to separate physical stages, and by requiring

physical match stage i to complete processing of packet header vector P before pro-

cessing commences in stage i+ 1. This unfortunately wastes memory resources inside

physical stages and introduces excessive latency.

The switch can reduce latency and resource wastage by allowing multiple tables

to process packets concurrently. Not all processing can overlap; the key is to identify

dependencies between match tables to determine what may overlap. Three types of

dependencies exist: match dependencies, action dependencies, and successor depen-

dencies ; each of these is described in depth below.

Each dependency type permits a different degree of overlap. This comes about

because processing within a single stage occurs in three phases over multiple clock

cycles. Matching occurs first, then actions are applied, and finally, the modified packet

header vector is output. The first two phases, match and action application, require

several clock cycles each. The different dependency types allow differing degrees of

overlap between phases in sequential tables.

Match dependencies

Match dependencies occur when a match stage modifies a packet header field and a

subsequent stage matches upon that field. In this case, the first stage must complete

match and action processing before the subsequent stage can commence processing.

No time overlap is possible in processing the two match stages (Figure 3.9a). Failure

to prevent overlap results in “old” data being matched: matching in stage i + 1

commences before stage i updates the packet header vector.

Figure 3.9a shows a small time gap between the end of first stage execution and

the beginning of the second stage execution. This gap is the transport delay, the time

it takes to physically move signals from the output of the first stage to the input of

the second stage on chip.
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Figure 3.9: Match stage dependencies.

Action dependencies

Action dependencies occur when a match stage modifies a packet header field that a

subsequent stage uses as an action input. This differs from a match dependency in

that the modified field is an input to the action processing, not the match processing.

An example of an action dependency is seen when one stage sets a TTL, and a

subsequent stage decrements the TTL. This occurs when an MPLS label is pushed

onto an IP packet: the push in one table copies the IP TTL to the MPLS TTL field,

and the forwarding decision in a subsequent table decrements the TTL. The second

table does not use the TTL in the match, but it requires the TTL for the decrement

action.

Action dependencies allow partial processing overlap by the two match stages

(Figure 3.9b). Execution of first and second stages may overlap, provided that the

result from the first stage is available before the second stage begins action execution.

Here, the second stage action begins one transport delay after the first stage execution

ends.
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Successor dependencies

As detailed earlier, each flow entry contains a next-table field that specifies the next

table to execute; absence of a next table indicates the end of table processing. Succes-

sor dependencies occur when execution of a match stage is predicated on the result of

an earlier stage. Successor dependencies and predication are illustrated via a simple

example. Assume a simple setup with three successive tables A, B, and C. Processing

begins with table A; each table entry in A may specify B, C, or nothing as the next

table. Successor dependencies exist between A and B, and between A and C. Table

B is executed only when the next table is B, so B’s execution is predicated by the

successor indication from A.

Although B’s execution is predicated on A, the chip can speculatively execute B.

Results from B are only committed once all predication qualifications are resolved.

A match stage can resolve predication inline between its 16 tables, and two adjacent

stages can resolve predication using the inter-stage transport delay. In the latter case,

the pipeline offsets execution of successive stages only by the transport delay (Fig-

ure 3.9c). Successor dependencies incur no additional delay in this design. Contrast

this with a näıve implementation that delays execution of subsequent tables until

successors are positively identified, thereby introducing as much delay as a match

dependency.

The simple example of three tables A, B, and C mirrors the hybrid L2/L3 switch

example in §3.3.1. Execution begins with the Ethertype table: the Ethertype is

matched to identify whether the packet contains an IP header. If the packet does

contain an IP header, then execution proceeds with the L3 route table; otherwise,

execution proceeds with the L2 destination MAC table.

No dependencies

Execution of multiple match stages can be concurrent when no dependencies exist

between them. Figure 3.9c applies in this case, where the executions of consecutive

stages are offset only by the transport delay.
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Dependency identification and concurrent execution

A table flow graph [89] facilitates analysis to identify dependencies between tables. A

table flow graph models control flow between tables within a switch. Nodes within

the graph represent tables, and directed edges indicate possible successor tables. The

graph is annotated with the fields used as input for matching, the fields used as inputs

for actions, and the fields modified by actions. Action inputs and modified fields

should be listed independently for each successor table to reduce false dependencies:

a successor table is not dependent on action inputs and modified fields for alternate

successor tables. Figure 3.10 presents a sample table flow graph.

Ethernet

Outer IP

MPLS

GRE

VXLAN

...

Action: Set queue ID 
and output port Action: Pop MPLS, 

Set IP fields valid bits

Action: —

Action: —

Action: —

Action: —

Action: Set queue ID and 
output port

Action: Decrement TTL, Set 
queue ID and output port

Action: Move inner L3 
header to outer location

Action: Move inner 
L2, L3 headers to 

outer locations

Match input:
{Ethertype, L2 dest addr,
VLAN tag}

Match input:
{MPLS tag}

Match input:
{L3 dest addr, protocol}

Match input:
{UDP port,

VXLAN tag}
Match input:

{GRE key}

: forward to common data buffer for queueing
: match or action dependency
: no dependency 
  or successor dependency

Figure 3.10: Table flow graph.

Analysis of the fields used by successors reveals the dependencies. A match de-

pendency occurs when a table modifies a field that a successor table matches upon;

an action dependency occurs when a table modifies a field that a successor table uses

as an action input; and a successor dependency occurs otherwise when one table is
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a successor of another. Figure 3.10 contains examples of all three dependencies. A

match dependency exists between the VXLAN table and the Inner IP table because

the VXLAN table modifies the IP address that the Inner IP table matches. An ac-

tion dependency exists between the MPLS table and the Outer IP table because the

MPLS table overwrites the TTL, which the Outer IP table uses as an input when

decrementing the TTL. Finally, a successor dependency exists between the Ethernet

and MPLS tables; the MPLS table is a successor of the Ethernet table, but no fields

are modified by the Ethernet table.

Dependencies occur between non-adjacent tables in addition to adjacent tables. A

non-adjacent dependency occurs when A, B, and C execute in order and C matches

on a field that A modifies. In this case, C has a match dependency on A, prevent-

ing any overlap between C and A. The situation is similar for non-adjacent action

dependencies.

The extracted dependency information determines which logical match stages can

be packed into the same physical stage, and it determines pipeline delays between

successive physical stages. Logical match stages may be packed into the same physical

stage only if a successor dependency or no dependency exists between them; otherwise,

they must be placed in separate physical stages. The Ethernet and MPLS tables

in Figure 3.10 may be placed in the same physical stage; the MPLS table executes

concurrently with the Ethernet table, but its modifications to the packet header vector

are only committed if the Ethernet table indicates that the MPLS table should be

executed.

Figure 3.9 shows how pipeline delays should be configured for each of the three

dependency types. Configuration is performed individually for the ingress and egress

pipelines. In the proposed design, match dependencies incur a 12 cycle latency be-

tween match stages; action dependencies incur a three cycle latency between stages;

and stages with successor dependencies or no dependencies incur one cycle between

stages. Note that the pipeline is meant to be static; the switch does not analyze de-

pendencies between stages dynamically for each packet as is the case in CPU pipelines.

In the absence of any table typing information, no concurrent execution is possible,

and all match stages must execute sequentially with maximum latency.
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3.4.5 Other architectural features

Multicast and ECMP

Multicast processing is split between ingress and egress. Ingress processing writes an

output port bit vector field to specify outputs; it may optionally include a tag for

later matching and the number of copies routed to each port. The switch stores a

single copy of each multicast packet in the data buffer, with multiple pointers placed

in the queues. The switch generates copies of the packet when it is injected into the

egress pipeline; here tables may match on the tag, the output port, and a packet copy

count to allow per-port modifications.

ECMP and uECMP processing are similar. Ingress processing writes a bit vector

to indicate possible outputs and, optionally, a weight for each output. The switch

selects the destination when the packet is buffered, allowing it to be enqueued for a

single port. The egress pipeline performs per-port modifications.

Meters and stateful tables

Meters measure and classify flow rates of matching table entries, which can trigger

modification or dropping of packets that exceed set limits. The switch implements

meter tables using match stage unit memories provided for match, action, and statis-

tics. Like statistics memories, meter table memories require two accesses per meter

update in a read-modify-write operation. Each word in a meter table includes allowed

data rates, burst sizes, and bucket levels.

Meters are one example of stateful tables ; these provide a means for an action to

modify state, which is visible to subsequent packets and can be used to modify them.

The design implements a form of stateful counters that can be arbitrarily incremented

and reset. For example, such stateful tables can be used to implement GRE sequence

numbers and OAM [53, 60]. GRE sequence numbers are incremented each time a

packet is encapsulated. In OAM, a switch broadcasts packets at prescribed intervals,

raising an alarm if return packets do not arrive by a specified interval and the counter
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exceeds a threshold; a packet broadcast increments a counter, and reception of a

return packet resets the counter.

Consistent and atomic updates

The switch associates a version identifier with each packet flowing through the match

pipeline. Each table entry specifies one or more version identifiers that the should

be matched. Version identifiers allow the switch to support consistent updates [100],

where each packet sees either old state or new state across all tables, but not a mixture.

This mechanism also supports atomic updates of multiple rules and associating each

packet with a specific table version and configuration, both of which are useful for

debugging [44].

3.5 Evaluation

The cost of configurability is characterized in terms of the increased area and power of

this design relative to a conventional, less programmable switch chip. Contributions

to the cost by the parser, the match stages, and the action processing are considered

in turn. The comparison culminates in a comparison of total chip area and power in

§3.5.4.

3.5.1 Programmable parser costs

A conventional fixed parser is optimized for one parse graph whereas a programmable

parser must support any user-supplied parse graph. The cost of programmability

is evaluated by comparing gate counts from synthesis for conventional and pro-

grammable designs. Figure 3.11 shows total gate count for a conventional parser

implementing several parse graphs and for the programmable parser. The “big-union”

parse graph is a union of use cases (§4.2) and the “complex” parse graph matches

the resource constraints of the programmable parser. The implementation aggregates

16 instances of a 40 Gb/s parser to provide the desired 640 Gb/s throughput. The

programmable parser contains a 256 × 40 b TCAM and a 256 × 128 b action RAM.
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Figure 3.11: Total parser gate count. (Aggregate throughput: 640 Gb/s.)

Logic to populate and buffer the packet header vector dominates the gate count

in conventional and programmable designs. The conventional design occupies 0.3–

3.0 million gates, depending upon the parse graph, while the programmable design

occupies 5.6 million gates. In the programmable design, the packet header vector

logic consumes 3.6 million gates, and the TCAM and RAM combined consume 1.6

million gates.

The gate counts reveal that the cost of parser programmability is approximately

a factor of two (5.6/3.0 = 1.87 ≈ 2) when using a parse graph that consumes the

majority of its resources. Despite doubling the parser gate count, the cost of making

the parser programmable is not a concern because the programmable parser only ac-

counts for slightly more than 1% of the chip area. Chapter 4 provides a more thorough

comparison of the design and relative cost of fixed and programmable parsers.

3.5.2 Match stage costs

Providing flexible match stages incurs a number of costs. First is the memory tech-

nology cost to provide small memory blocks that facilitate reconfiguration and to

provide TCAM for ternary match. Second is the cost of allowing specification of a

flexible set of actions and providing statistics. Third is the cost of mismatch between
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field and memory widths. Finally, there is the cost of choosing which fields to select

from the packet header vector. Each of these costs is considered in turn.

Memory technology

SRAM and exact match

The SRAM in each stage is divided into 106 blocks of 1 K × 112 b. Subdividing the

memory into a large number of small blocks facilitates reconfiguration: each block can

be allocated to the appropriate table and configured to store match, action, or statis-

tics. Unfortunately, small memories are less area-efficient than large memories. In

addition to the memory cells, a memory contains logic for associated tasks, including

address decode, bitline precharge, and read sensing; this additional logic contributes

more to overhead in smaller blocks. Fortunately, the area penalty incurred using 1 K

deep RAM blocks is only about 14% relative to the densest SRAM blocks available

for this technology.

Cuckoo hashing is used to locate match entries within SRAM for exact match

lookups. It provides high occupancy, typically above 95% for four-way hash ta-

bles [37]. Its fill algorithm resolves fill conflicts by recursively evicting entries to

other locations. Cuckoo’s high occupancy means that very little memory is wasted

due to hash collisions.

TCAM and wildcard match

The switch includes large amounts of TCAM on-chip to directly support wildcard

(ternary) matching, used for example in prefix matching and ACLs. Traditionally, a

large TCAM is thought to be infeasible due to power and area concerns.

Newer TCAM circuit design techniques [6] have reduced TCAM operating power

consumption by about a factor of 5×, making it feasible to include a large on-chip

TCAM. When receiving packets at maximum rate and minimum size on all ports, the

TCAM is one of a handful of major contributors to total chip power; when receiving

more typical mixtures of long and short packets, TCAM power reduces to a small

percentage of the total.
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A TCAM’s area is typically six to seven times that of an equivalent bitcount

SRAM. However, a flow entry consists of more than just the match. Binary and

ternary flow entries both have other bits associated with them, including action

memory; statistics counters; and instruction, action, and next-table pointers. For

example, an IP routing entry may contain a 32-bit IP prefix in TCAM, a 48-bit

statistics counter in SRAM, and a 16-bit action memory for specifying the next hop

in SRAM; the TCAM accounts for a third of the total memory bitcount, bringing the

TCAM area penalty down to around three times that of SRAM.

Although a factor of three is significant, IPv4 longest prefix match (LPM), IPv6

LPM, and ACLs are major use cases in existing switches. Given the importance of

these matches, it seems prudent to include significant TCAM resources. LPM lookups

can be performed in SRAM using special purpose algorithms [22], but it is difficult

or impossible for these approaches to achieve the single-cycle latency of TCAMs for

a 32-bit or 128-bit LPM.

The ratio of ternary to binary table capacity is an important implementation

decision with significant cost implications, for which there is currently little real world

feedback. The ternary to binary ratio selected for this design is 1:2. The included

TCAM resources allow roughly 1 M IPv4 prefixes or 300 K 120-bit ACL entries.

Action specification and statistics

From a user’s perspective, the primary purpose of the SRAM blocks is the storage of

match values. Ideally, memory of size m can provide a match table of width w and

depth d, where w × d = m. Use of the SRAM for any purpose other than storing

match values is overhead to the user.

Unfortunately, the SRAM blocks must also store actions and statistics for each

flow entry. The amount of memory required for actions and statistics is use case

dependent. For example, not all applications require statistics, so statistics can be

disabled when not needed.

Overhead exists even within the blocks allocated to store match values. Each entry

in the match memory contains the match value and several additional data items: a

pointer to action memory (13 b), an action size (5 b), a pointer to instruction memory
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(5 b for 32 instructions), and a next table address (9 b). These extra bits represent

approximately 40% overhead for the narrowest flow entries. Additional bits are also

required for version information and error correction, but these are common to any

match table design and are ignored.

The allocation of memory blocks to match, action, and statistics determines the

overhead. It is impossible to provide a single measure of overhead because allocation

varies between use cases. The overhead within a single stage for six configurations is

compared below; Table 3.2 summarizes the configurations.

Binary Match Relative
Match Match Match Action Stats Bank Match

Case Width Entries Banks Banks Banks Fraction Bits
a1 80 32 K 32 48 24 30.2% 1.000×
a2 160 26 K 52 34 18 49.1% 1.625×
a3 320 18 K 72 22 12 67.9% 2.250×
b 640 10 K 80 12 6 75.5% 2.500×
c1 80 62 K 60 4 40 56.6% 1.934×
c2 80 102 K 102 4 0 96.0% 3.188×

Table 3.2: Memory bank allocation and relative exact match capacity. Each row
shows the match width; the number of binary match entries; the number of banks
allocated to match, action, and statistics; the fraction of banks allocated to match;
and the total binary match bitcount relative to case a1.

Case a1 is introduced as a base case. It performs exact match and wildcard

match using narrow 80 bit wide entries; 80 bits of match are available in a 112-bit

SRAM entry after subtracting the 32 bits of overhead data outlined above. Actions

are assumed to be the same size as matches. Statistics are half the size of matches

because an SRAM row can store statistics for two flow entries.

The TCAM provides 16 K ternary entries, requiring 16 SRAM banks for actions

and 8 SRAM banks for statistics. This leaves 82 SRAM banks for exact match: 32

are allocated for match, 32 for actions, 16 for statistics, and 2 must remain unused.

This configuration provides a total of 32 K × 80 b exact match entries and 16 K ×
80 b ternary entries. Figure 3.12a shows this configuration.
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Excluding the 24 banks used for ternary actions and statistics, only 40% of the

banks used for binary operations are match tables, indicating an overhead of 150%.

Compounding this with the 40% overhead in the match tables, the total binary over-

head is 190%. In other words, only a third of the RAM bits are being used for match

values.

(a) (b) (c)

: Binary match
: Stats

: Binary action
: Stats or binary match

: Ternary action
: Unused

Figure 3.12: Match stage memory allocation examples.

Cases a2 and a3 increase the match width to 160 and 320 bits, respectively, while

keeping the action width unchanged. Action and statistics memory requirements are

reduced, yielding increased capacity. The 160-bit case requires one action bank and

half a statistics bank for every two match banks, and the 320-bit case requires one

action bank and half a statistics bank for every four match banks.

Case b increases the match width to 640 bits, which is the maximum width sup-

ported within a stage. The 8× wider flow entries allow 80 banks, or 75% of memory

capacity, to be used for exact match. This is 2.5× higher table capacity than the

base case of a1. A match this wide would span many headers, making it less common

than narrower matches. Figure 3.12b shows this configuration.

In many use cases, the number of unique actions to apply is small. For example,

an Ethernet switch forwards each packet to one of its output ports; the number of

unique actions corresponds to the number of ports in this case. Fewer action memories

can be used in scenarios with a small set of unique actions; 4 K would be more than
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sufficient for the Ethernet switch. Case c1 represents such a scenario. Match tables

are 80 bits wide, allowing 60 banks to be used for match, 40 for statistics, and 4

for actions. This roughly doubles the number of match bits compared with the base

case. Figure 3.12c shows this configuration. Case c2 is similar to case c1, except that

statistics are not required. Eliminating statistics allows 102 banks to be used for

match, corresponding to 96% of total memory capacity.

As one might expect, reducing or eliminating actions or statistics increases the

fraction of memory dedicated to matches. While the cost of configurability may

seem high for some configurations, providing statistics or complex actions in a non-

programmable chip requires a similar amount of memory. The only fundamental costs

that can be directly attributed to programmability are the instruction pointer (5 b)

and the next table address (9 b), which is an overhead of approximately 15%.

Reducing overhead bits in match entries

The action memory pointer, action size, instruction memory pointer, and next ta-

ble address all contribute to match entry overhead. The design implements several

mechanisms to allow reduction of this overhead.

Many tables have a fixed behavior; i.e., all entries apply the same instruction

with different operands, and all have the same next table. For example, all entries

in an L2 switching table specify a forward-to-port instruction for all entries, with

different ports used for each entry. Static values may be configured for an entire table

for the instruction pointer and the next-table address fields, allowing 14 bits to be

reclaimed for match. Match entries can also provide the action value (operand) as an

immediate constant for small values, such as the destination port in the L2 switching

table, eliminating the need for an action pointer and action memory.

A general mechanism provides the ability to specify LSBs for action, instruction,

and next-table addresses via a configurable-width field in the match entry. This allows

a reduced number of different instructions, actions, or next tables, enabling some of

the address bits to be reclaimed.
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A simple mechanism enables these optimizations: match table field field bound-

aries can be flexibly configured, allowing a range of table configurations with arbitrary

sizes for each field, subject to a total bitwidth constraint. Tables with fixed or almost

fixed functions can be efficiently implemented with almost no penalty compared to

traditional switch implementations.

Fragmentation costs

The fragmentation cost arises from the mismatch between field and memory widths:

it is the penalty of bits that remain unused when placing a narrow match value in a

wide memory. For example, a 48-bit Ethernet Destination Address placed in a 112-bit

wide memory wastes more than half the memory. Contrast this with a fixed-function

Ethernet switch that contains 48-bit wide RAM; no memory is wasted in this case.

Fragmentation costs are due entirely to the choice of memory width. The cost could

be eliminated for the Ethernet address example by choosing 48 bits as the base RAM

width; unfortunately, this is the wrong choice for 32-bit IP addresses. It is impossible

to choose a non-trivial width that eliminates fragmentation in a chip designed for

general purpose use and future protocols.

To reduce fragmentation costs, the match architecture allows sets of flow entries

to be packed together without impairing the match function. A standard TCP five-

tuple is 104 bits wide, or 136 bits when the 32-bit match entry overhead is included.

Without packing, a match table requires two memory units to store a single TCP

five-tuple; with packing, a match table requires four memory units of total width 448

bits to store three TCP five-tuples.

Crossbar

A crossbar within each stage selects the match table inputs from the header vector. A

total of 1280 match bits (640 bits each for the TCAM and the hash table) are selected

from the 4 Kb input vector. Each match bit is driven by a 224-input multiplexor,

made from a binary tree of and-or-invert AOI222 gates, costing 0.65µm2 per mux

2An AOI gate has the logic function AB + CD.
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input. Total crossbar area is 1280 × 224 × 0.65µm2 × 32 stages ≈ 6mm2. The area

computation for the action unit data input muxes is similar.

The combination of variable packing of match entries into multiple data words to

reduce fragmentation costs and variable packing of overhead data into match entries to

reduce action specification costs ensures efficient memory utilization over a wide range

of configurations. These techniques allow the RMT switch to approach the efficiency

of conventional switches for their specific configurations. The RMT switch has the

advantage of supporting a wide range of other configurations, which a conventional

switch cannot.

3.5.3 Costs of action programmability

The pipeline includes an action processor for each packet header vector field in each

match stage, providing a total of around 7,000 action processors. Each action pro-

cessor varies in width from 8 to 32 bits. Fortunately, each processor is quite small: it

resembles an ALU inside a RISC processor. The combined area of all action processors

consumes 7% of the chip.

3.5.4 Area and power costs

Table 3.3 estimates the chip area, broken down by major component. Area is reported

as a percentage of the total die area; cost is reported as an increase in chip area over

an equivalent conventional chip.

The first item, which includes I/O, data buffer, CPU, and so on, is common among

fixed and programmable designs and occupies a similar area in both. The second item

lists the match memories and associated logic. The switch is designed with a large

match table capacity, and, as expected, the memories contribute substantially to chip

area estimates. The final two items, the VLIW action engine and the parser logic,

contribute less than 9% to the total area.

In terms of cost, the match memory and logic contribute the most. The analysis

in §3.5.2 indicated that the small RAM blocks incur a 14% penalty compared to the
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densest SRAM blocks. Allowing for the 15% overhead in match entries, the memory

cost for this chip is estimated at about 8% relative to an equivalent conventional chip.

The action engine and the parser combined are estimated to add an additional 6.2%,

bringing the total area cost to 14.2%.

Die
Section Area Cost
Non-RMT logic; e.g., I/O, buffer, queue, CPU. 37.0% 0.0%
Match memory & logic 54.3% 8.0%
VLIW action engine 7.4% 5.5%
Parser & deparser 1.3% 0.7%

Total cost: 14.2%

Table 3.3: Estimated chip area profile. Area is reported as a percentage of the total
die area; cost is reported as an increase in chip area over a similar conventional chip.

Table 3.4 shows estimates of the chip power. Estimates assume worst case temper-

ature and process, 100% traffic with a mix of minimum and maximum sized packets,

and all match and action tables filled to capacity. The I/O logic, and hence power, is

identical to a conventional switch. Memory leakage power is proportional to bitcount;

memory leakage power in this chip is slightly higher due to the slightly larger memory.

The remaining items, which total approximately 30%, are less in a conventional chip

because of the reduced functionality in its match pipeline. The programmable chip

dissipates 12.4% more power than a conventional switch, but it performs much more

substantial packet manipulation.

The programmable chip requires roughly equivalent amounts of memory as a con-

ventional chip to perform equivalent functions. Because memory is the dominant

element within the chip, area and power are only a little more than a conventional

chip. The additional area and power costs are a small price to pay for the additional

functionality provided by the switch.
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Section Power Cost
I/O 26.0% 0.0%
Memory leakage 43.7% 4.0%
Logic leakage 7.3% 2.5%
RAM active 2.7% 0.4%
TCAM active 3.5% 0.0%
Logic active 16.8% 5.5%

Total cost: 12.4%

Table 3.4: Estimated chip power profile. Power is reported as a percentage of the
total power; cost is reported as an increase in total power over a similar conventional
chip.

3.6 Related work

Flexible processing is achievable via many mechanisms. Software running on a pro-

cessor is a common choice. The RMT switch’s performance exceeds that of CPUs by

two orders of magnitude [26], and GPUs and NPUs by one order [16,34,43,87].

Modern FPGAs, such as the Xilinx Virtex-7 [124], can forward traffic at nearly

1 Tb/s. Unfortunately, FPGAs offer lower total memory capacity, simulate TCAMs

poorly, consume more power, and are significantly more expensive. The largest

Virtex-7 device available today, the Virtex-7 690T, offers 62Mb of total memory which

is roughly 10% of the RMT chip capacity. The TCAMs from just two match stages

would consume the majority of lookup-up tables (LUTs) that are used to implement

user-logic. The volume list price exceeds $10,000, which is an order of magnitude

above the expected price of the RMT chip. These factors together rule out FPGAs

as a solution.

Related to NPUs is PLUG [22], which provides a number of general processing

cores, paired with memories and routing resources. Processing is decomposed into

a data flow graph, and the flow graph is distributed across the chip. PLUG focuses

mainly on implementing lookups, and not on parsing or packet editing.

The Intel FM6000 64-port × 10 Gb/s switch chip [56] contains a programmable

parser built from 32 stages with a TCAM inside each stage. It also includes a two-

stage match-action engine, with each stage containing 12 blocks of 1 K × 36 b TCAM.
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This represents a small fraction of total table capacity, with other tables in a fixed

pipeline.

The latest OpenFlow [94] specification provides an MMT abstraction and imple-

ments elements of the RMT model. However, it does not allow a controller to define

new headers and fields, and its action capability is still limited. It is not certain that

a standard for functionally complete actions is on the way or even possible.
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Chapter 4

Understanding packet parser

design

Despite their variety, every network device examines the fields in packet headers to

decide what to do with each packet. For example, a router examines the IP destination

address to decide where to send the packet next, a firewall compares several fields

against an access-control list to decide whether to drop a packet, and the RMT switch

in Chapter 3 matches fields against user-defined tables to determine the processing

to perform.

The process of identifying and extracting the appropriate fields in a packet header

is called parsing and is the subject of this chapter. Packet parsing is a non-trivial

process in high speed networks because of the complexity of packet headers, and

design techniques for low-latency streaming parsers are critical for all high speed

networking devices today. Furthermore, applications like the RMT switch require the

ability to redefine the headers understood by the parser.

Packet parsing is challenging because packet lengths and formats vary between

networks and between packets. A basic common structure is one or more headers, a

payload, and an optional trailer. At each step of encapsulation, an identifier included

in the header identifies the type of data subsequent to the header. Figure 4.1 shows

a simple example of a TCP packet.

65
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Figure 4.1: A TCP packet.

In practice, packets often contain many more headers. These extra headers carry

information about higher level protocols (e.g., HTTP headers) or additional informa-

tion that existing headers do not provide (e.g., VLANs [123] in a college campus, or

MPLS [120] in a public Internet backbone). It is common for a packet to have eight

or more different packet headers during its lifetime.

To parse a packet, a network device has to identify the headers in sequence before

extracting and processing specific fields. A packet parser seems straightforward since

it knows a priori which header types to expect. In practice, designing a parser is

quite challenging:

1. Throughput. Most parsers must run at line-rate, supporting continuous minimum-

length back-to-back packets. A 10 Gb/s Ethernet link can deliver a new packet

every 70 ns; a state-of-the-art Ethernet switch ASIC with 64 × 40 Gb/s ports

must process a new packet every 270 ps.

2. Sequential dependency. Headers typically contain a field to identify the next

header, suggesting sequential processing of each header in turn.

3. Incomplete information. Some headers do not identify the subsequent header

type (e.g., MPLS) and it must be inferred by indexing into a lookup table or

by speculatively processing the next header.

4. Heterogeneity. A network device must process many different header formats,

which appear in a variety of orders and locations.
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5. Programmability. Header formats may change after the parser has been

designed due to a new standard, or because a network operator wants a cus-

tom header field to identify traffic in the network. For example, PBB [54],

VXLAN [73], NVGRE [107], STT [20], and OTV [41] protocols have all been

proposed or ratified in the past five years.

While every network device contains a parser, very few papers have described

their design. Only three papers directly related to parser design have been published

to date: [3, 66, 67]. None of the papers evaluated the trade-offs between area, speed,

and power, and two introduced latency unsuitable for high speed applications; the

third did not evaluate latency. Regular expression matching work is not applicable:

parsing processes a subset of each packet under the control of a parse graph, while

regex matching scans the entire packet for matching expressions.

This chapter has two purposes. First, it informs designers how parser design

decisions impact area, speed, and power via a design space exploration, considering

both hard-coded and reconfigurable designs. It does not propose a single “ideal”

design, because different trade-offs are applicable for different use cases. Second, it

describes a parser design appropriate for use in the RMT switch of Chapter 3.

An engineer setting out to design a parser faces many design choices. A parser can

be built as a single fast unit or as multiple slower units operating in parallel. It can

use a narrow word width, which requires a faster clock, or a wide word width, which

might require processing several headers in one step. It can process a fixed set of

headers, which simplifies the design, or it can provide programmability, which allows

the definition of headers after manufacture. Each design choice potentially impacts

the area and power consumption of the parser.

This chapter answers these questions as follows. First, I describe the parsing pro-

cess in more detail (§4.1) and introduce parse graphs to represent header sequences

and describe the parsing state machine (§4.2). Next, I discuss the design of fixed

and programmable parsers (§4.3), and detail the generation of table entries for pro-

grammable designs (§4.4). Next I present parser design principles, identified through

an analysis of different parser designs (§4.5). I generated the designs using a tool I

built that, given a parse graph, generates parser designs parameterized by processing
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width and more. I generated over 500 different parsers against a TSMC 45 nm ASIC

library. To compare the designs, I designed each parser to process packets in an Eth-

ernet switching ASIC with 64 × 10 Gb/s ports—the same design parameters used for

the RMT switch in Chapter 3. Finally, I discuss the appropriate parameters for the

RMT switch parser (§4.6).

4.1 Parsing

Parsing is the process of identifying headers and extracting fields for processing by

subsequent stages of the device. Parsing is inherently sequential: each header is

identified by the preceding header, requiring headers to be identified in order. An

individual header does not contain sufficient information to identify its unique type.

Figure 4.1 shows next-header fields for the Ethernet and IP headers—i.e., the Ethernet

header indicates that an IP header follows, and the IP header indicates that a TCP

header follows.

Figure 4.2 illustrates the header identification process. The large rectangle rep-

resents the packet being parsed, and the smaller rounded rectangle represents the

current processing location. The parser maintains state to track the current header

type and length.

Processing begins at the head of the packet (Fig. 4.2a). The initial header type is

usually fixed for a given network—Ethernet in this case—and thus known a priori by

the parser. The parser also knows the structure of all header types within the network,

allowing the parser to identify the location of field(s) that indicate the current header

length and the next header type.

An Ethernet header contains a next-header field but not a length; Ethernet headers

are always 14 B. The parser reads the next-header field from the Ethernet header and

identifies the next header type as IPv4 (Fig. 4.2b). The parser does not know the

length of the IPv4 header at this time, because IPv4 headers are variable in length.

The IPv4 header’s length is indicated by a field within the header. The parser

proceeds to read this field to identify the length and update the state (Fig. 4.2c). The

length determines the start location of the subsequent header and must be resolved
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Figure 4.2: The parsing process: header identification.
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before processing can commence on that subsequent header. This process repeats

until all headers are processed.

Field extraction occurs in parallel with header identification. Figure 4.3 shows the

field extraction process. The figure shows header identification separately for clarity.

Formalism

The computer science compiler community has extensively studied parsing [1, 12, 24,

45]. A compiler parses source files fed to it to build a data structure called a syntax

tree [114], which the compiler then translates into machine code. A syntax tree is a

data structure that captures the syntactic structure of the source files.

Computer languages are specified via grammars [119]. A grammar defines how

strings of symbols are constructed in the language. In the context of packet parsing,

one can view each header as a symbol, and a sequence of headers within a packet

as a string; alternatively, one can view each field as a symbol. The language in this

context is the set of all valid header sequences.

The packet parsing language is an example of a finite language [117]. A finite

language is one in which there are a finite number of strings—within a network there

are only a finite number of valid header sequences. Finite languages are a subset of

regular languages [121]; all regular languages can be recognized by a finite automata or

finite-state machine (FSM) [118]. As a result, a simple FSM is sufficient to implement

a packet parser.

4.2 Parse graphs

A parse graph expresses the header sequences recognized by a switch or seen within a

network. Parse graphs are directed acyclic graphs with vertices representing header

types, and directed edges indicating the sequential ordering of headers. Figures 4.4a–

4.4d show parse graphs for several use cases.

Figure 4.4a is the parse graph for an enterprise network. The graph consists of

Ethernet, VLAN, IPv4, IPv6, TCP, UDP, and ICMP headers. Packets always begin
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Figure 4.4: Parse graph examples for various use cases.

with an Ethernet header for this network. The Ethernet header may be followed by

either a VLAN, an IPv4, an IPv6, or no header; the figure does not show transitions

that end the header sequence. An inspection of the graph reveals similar successor

relationships for other header types.

A parse graph not only expresses header sequences; it is also the state machine

for sequentially identifying the header sequence within a packet. Starting at the root

node, state transitions trigger in response to next-header field values in the packet

being parsed. The resultant path traced through the parse graph corresponds to the

header sequence within the packet.

The parse graph, and hence the state machine, within a parser may be either fixed

(hard-coded) or programmable. Designers choose a fixed parse graph at design-time



4.3. PARSER DESIGN 73

and cannot change it after manufacture. By contrast, users program a programmable

parse graph at run-time.

Conventional parsers contain fixed parse graphs. To support as many use cases as

possible, designers choose a parse graph that is a union of graphs from all expected

use cases. Figure 4.4e is an example of the parse graph found within commercial

switch chips: it is a union of graphs from multiple use cases, including those in 4.4a–

4.4d. I refer to this particular union as the “big-union” parse graph throughout the

chapter; it contains 28 nodes and 677 paths.

4.3 Parser design

This section describes the basic design of parsers. It begins with an abstract parser

model, describes fixed and programmable parsers, details requirements, and outlines

differences from instruction decoding.

4.3.1 Abstract parser model

As noted previously, parsers identify headers and extract fields from packets. These

operations can be logically split into separate header identification and field extraction

blocks within the parser. Match tables in later stages of the switch perform lookups

using the extracted fields. All input fields must be available prior to performing a

table lookup. Fields are extracted as headers are processed, necessitating buffering

of extracted fields until all required lookup fields are available.

Figure 4.5 presents an abstract model of a parser composed of header identification,

field extraction, and field buffer modules. The switch streams header data into the

parser where it is sent to the header identification and field extraction modules.

The header identification module identifies headers and informs the field extraction

module of header type and location information. The field extraction module extracts

fields and sends them to the field buffer module. Finally, the field buffer module

accumulates extracted fields, sending them to subsequent stages within the device

once all fields are extracted.
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Figure 4.5: Abstract parser model.

Header identification

The header identification module implements the parse graph state machine (§4.2).

Algorithm 3 details the parse graph walk that identifies the type and location of each

header.

Algorithm 3 Header type and length identification.

procedure IdentifyHeaders(pkt)
hdr ← initialType
pos← 0
while hdr 6= DONE do

NotifyFieldExtraction(hdr, pos)
len← GetHdrLen(pkt, hdr, pos)
hdr ← GetNextHdrType(pkt, hdr, pos)
pos← pos+ len

end while
end procedure

Field extraction

Field extraction is a simple process: the field extraction module extracts chosen

fields from identified headers. Extraction is driven by the header type and location

information supplied to the module in conjunction with a list of fields to extract for

each header type. Algorithm 4 describes the field extraction process.



4.3. PARSER DESIGN 75

Algorithm 4 Field extraction.

procedure ExtractFields(pkt, hdr, hdrPos)
fields← GetFieldList(hdr)
for (fieldPos, fieldLen)← fields do

Extract(pkt, hdrPos+ fieldPos, fieldLen)
end for

end procedure

Field extraction may occur in parallel with header identification: the field ex-

traction module extracts fields from identified regions while the header identification

module identifies unprocessed regions. No serial dependency exists between headers

once the header identification module resolves the type and location, allowing the

extraction of multiple fields from multiple headers in parallel.

Field buffer

The field buffer accumulates extracted fields prior to table lookups by the switch.

Extracted fields are output as a wide bit vector by the buffer because table lookups

match on all fields in parallel. Outputting a wide bit vector requires the buffer to be

implemented as a wide array of registers. One multiplexor is required per register to

select between each field output from the field extraction block.

4.3.2 Fixed parser

A fixed parser processes a single parse graph chosen at design-time. The chosen

parse graph is a union of the parse graphs for each use case the switch is designed

to support. Designers optimize the logic within a fixed parser for the chosen parse

graph.

I have presented a design that may not precisely match the parser within any par-

ticular commercial switch, but is qualitatively representative of commercial parsers.

As shown in §4.5.2, the area of a fixed parser is dominated by the field buffer. The

width of this buffer is determined by the parse graph, and the need to send all ex-

tracted fields in parallel to the downstream match engine requires it be constructed
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from an array of registers and multiplexors. The lack of flexibility in the design of

the buffer implies that its size should be similar across parser designs.

Header identification

The header identification module is shown in Figure 4.6 and is composed of four

elements: the state machine, a buffer, a series of header-specific processors, and a

sequence resolution element.

The state machine implements the chosen parse graph, and the buffer stores re-

ceived packet data prior to identification. One or more header-specific processors

exist for each header type recognized by the parser—each processor reads the length

and next-header fields for the given header type, identifying the length of the header

and the subsequent header type.

A header identification block that identifies one header per cycle contains one

header-specific processor per header type, and the sequence resolution element is

a simple multiplexor. The mux selects the processor output corresponding to the

current header type. State machine transitions are determined by the mux output.

Including multiple copies of some header processors allows identification of mul-

tiple headers per cycle. Each unique copy of a header processor processes data from

different offsets within the buffer. For example, a VLAN tag is four bytes in length;

including two VLAN processors allows two VLAN headers to be processed per cycle.

The first VLAN processor processes data at offset 0, and the second VLAN processor

processes data at offset 4.

At the beginning of a parsing cycle, the parser has identified only the header at

offset zero. The type and location of headers at other offsets is not known and, as

such, all processing at non-zero offsets is speculative.

At the end of a parsing cycle, the sequence resolution element resolves which

non-zero offset processors from which to use results. The output from the processor

at offset zero identifies the first correct speculative processor to select, the output

from the selected first speculative processor identifies the second correct speculative

processor to select, and so on.
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Figure 4.6: Header identification module (fixed parser).

Field extraction

Figure 4.7 shows the field extraction module. A small buffer stores data while awaiting

header identification. A field extract table stores the fields to extract for each header

type. A simple state machine manages the extraction process: it waits for header

information from the header identification module, then looks up identified header

types in the extract table and advances the local buffer. The extract table output

controls muxes that extract the fields from the buffered data stream.

4.3.3 Programmable parser

A programmable parser is one in which the user specifies the parse graph at run-

time. The design presented here uses a state transition table approach for simplicity

of understanding and implementation. A state transition table [122] is a table that

shows the state that a finite state machine should transition to given the current

state and inputs. State tables are easily implemented in RAM or TCAM. For the

remainder of this chapter, I refer to the state transition table as the parse table.
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The abstract parser model introduced earlier is easily modified to include pro-

grammable state elements, as shown in Figure 4.8. The key difference is the addition

of the TCAM and RAM blocks, which jointly implement the parse table. The TCAM

stores current state and input data combinations that identify headers, while the RAM

stores the corresponding next state values. Other information required for parsing,

such as the fields to extract, is also stored in the RAM. The programmable parser

eliminates all hard-coded logic for specific header types from the header identification

and field extraction modules—instead data from the two memories directs operation

of these modules.
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Figure 4.8: Programmable parser model.
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The header identification module is simpler than in a fixed parser, as Figure 4.9

shows. The module contains state tracking logic and a buffer; all header-specific logic

moves to the TCAM and RAM. The module sends the current state and a subset of

bytes from the buffer to the TCAM, which identifies the first matching entry. The

choice of buffered bytes sent to the TCAM is design-specific; a simple design may send

the first N bytes to the TCAM, while a more sophisticated design may send a subset

of bytes from disjoint locations in the buffer. The second approach enables sending

only the bytes corresponding to the next-header and length fields to the TCAM,

thus allowing the use of a smaller TCAM, but requiring additional logic to perform

the selection and additional control states to drive the selection logic. The module

receives the RAM entry corresponding to the matching TCAM entry. The received

data specifies the next state, possibly along with the number of bytes to advance the

buffer and the locations of bytes to send to the TCAM during the next cycle.

Header Identification

Buffer State Machine

Received
packet data

Rd Addr

Buffered
data

TCAM RAM

Current header

Match index

Header type
& length

Figure 4.9: Header identification (programmable parser).

The field extraction module is almost identical to the fixed parser case, as Fig-

ure 4.10 illustrates. The primary difference is the removal of the field extract table;

this data moves into the RAM.

4.3.4 Streaming vs. non-streaming operation

Parsers are streaming or non-streaming. A non-streaming parser receives the entire

header sequence before commencing parsing, whereas a streaming parser parses while

it receives headers. Kangaroo [67] is an example of a non-streaming parser.
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Figure 4.10: Field extraction (programmable parser).

Non-streaming parsers introduce latency while they wait to receive the header

sequence, making them unsuitable for high-speed, low-latency networks. For example,

buffering 125 bytes of headers at 1 Gb/s adds 1µs of latency, which is problematic

in data center networks. The advantage of a non-streaming design is that it can

access data anywhere within the header sequence during parsing—the data is always

available when the parser wants it.

Streaming parsers minimize latency by parsing as they receive data. Only a small

window of recently received data is available for processing—the parser cannot process

information until it arrives, and quickly forgets the information after its arrival. This

limitation increases work for designers: they must ensure all data is fully processed

before it is flushed from the window.

Both streaming and non-streaming implementations are possible for the fixed and

programmable designs described above. Many switches today have aggressive packet

ingress-to-egress latency targets—e.g., Mellanox’s SwitchX SX1016 [78] has a reported

latency of 250 ns. All elements of the switch, including the parser, must be designed

to avoid excessive latency. This implies that streaming parsers must be used. I only

consider streaming designs due to the low-latency requirements of modern switches.
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4.3.5 Throughput requirements

The parser must operate at line rate for worst-case traffic patterns in applications

such as an Ethernet switch. Failure to do so causes packet loss when ingress buffers

overflow. However, line-rate operation from a single parser may be impractical or

impossible. For example, a parser operating at 1 GHz in a 64 × 10 Gb/s switch

must process an average of 640 bits (80 bytes) per cycle—identifying which of the

possible header combinations that appear within those 640 bits in a single cycle is

challenging. Instead, multiple parser instances may operate in parallel to provide the

required aggregate throughput. In this case, each parser instance processes a different

packet.

4.3.6 Comparison with instruction decoding

Packet parsing is similar to instruction decoding in modern CISC processors [104].

Instruction decoding transforms each CISC instruction into one or more RISC-like

micro-operations or µops.

Parsing and instruction decoding are two-step processes with serial and non-serial

phases. Parsing phases are header identification and field extraction; instruction

decoding phases are instruction length decode (ILD) and instruction decode (ID).

ILD [104] identifies each instruction’s length. Length decoding does not require

the instruction type to be identified: an instruction set uses a uniform structure,

thereby allowing use of the same length identification operation for all instructions.

ILD is serial because the length of one instruction determines the start location of

the next.

ID [104] identifies the type of each instruction, extracts fields (operands), and

outputs the appropriate sequence of µops. Multiple instructions can be processed in

parallel once their start locations are known, because no further decoding dependen-

cies exist between instructions. Intel’s Core, Nehalem, and Sandy Bridge microarchi-

tectures [57] each contain four decode units [28].

Despite the similarities, two important differences distinguish parsing from in-

struction decoding. First, header types are heterogeneous: header formats differ far
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more than instruction formats. Second, headers contain insufficient information to

identify their type uniquely unlike instructions; a header’s type is identified by the

next-header field in the preceding header.

4.4 Parse table generation

A discussion of programmable parsers is incomplete without consideration of parse

table entry generation. This section describes parse table entries and presents an

algorithm and heuristics for minimizing the number of entries.

4.4.1 Parse table structure

The parse table is a state transition table. As the name implies, a state transition

table specifies the transitions between states in a state machine. A state transition

table contains columns for the current state, the input value(s), the next state, and

any output value(s). Each table row specifies the state to transition to for a specific

current state and input value combination. A row exists for each valid state and input

value combination.

The parse table columns are the current header type, the packet data lookup

values, the next header type, the current header length, and the lookup offsets for

use in the next cycle. Every edge in the parse graph is a state transition, therefore

a parse table entry must encode every edge. Figure 4.11a shows a section of a parse

graph, and Figure 4.11b shows the corresponding parse table entries.

VLAN1

VLAN2
IPv4

(a) Parse graph fragment.

Curr. Hdr. Lookup Val. Next Hdr.
VLAN1 0x0800 IPv4
VLAN1 0x8100 VLAN2

VLAN1 ANY —
VLAN2 0x0800 IPv4
VLAN2 ANY —

(b) Corresponding parse table entries.

Figure 4.11: Sample parse table entries.
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Only fields that convey useful information need to be input to the parse table.

Important fields for header identification are the current header length and the next

header type fields.

Unfortunately, the useful fields reside at different locations in different header

types. Two mechanisms are required to send a subset of data to the parse table: one

to indicate which fields to send, and another to extract the useful fields. The lookup

offsets encoded in the parse table indicate the words within the buffered packet data

to send to the parse table in the next cycle. Multiplexors extract the selected data

from the buffer.

Sending only a subset of data to the parse table reduces the table size—e.g., the

parse table requires only four bytes of the 20+ bytes in an IPv4 header. A näıve

implementation that sends each consecutive packet word to a 32 bit wide TCAM—

used to match eight bits of state and 32 bits of packet data—requires 342 entries, or

13,680 b, to implement the big-union parse graph. Sending only the data needed to

identify header types and lengths to the TCAM, in conjunction with the optimizations

detailed below, reduces the requirement to 112 entries or 4,480 b. This optimized

implementation reduces the number of TCAM entries by a factor of three.

4.4.2 Efficient table generation

A single entry may encode multiple transitions. This has two benefits: it can reduce

the total number of table entries, and it allows a single parsing cycle to identify

multiple headers. Figure 4.12a encodes the parse graph fragment of Figure 4.11a

using entries with multiple transitions. This new table contains one less entry than

the table in Figure 4.11b. Because the parse table is one of two main contributors to

area (§4.5.3), minimizing the entry count reduces the parser’s area.

Combining multiple transitions within a table entry is node clustering or merging.

The first two entries in Figure 4.12a process two VLAN tags simultaneously: the

first lookup value processes VLAN1’s next header field and the second lookup value

processes VLAN2’s next header field. The cluster corresponding to the first two

entries is shown in Figure 4.12b.
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Curr. Hdr. Lookup Vals. Next Hdrs.
VLAN1 0x8100 0x0800 VLAN2, IPv4
VLAN1 0x8100 ANY VLAN2, —
VLAN1 0x0800 ANY IPv4
VLAN1 ANY ANY —

(a) Parse table entries with two lookups per entry.

VLAN1

VLAN2
IPv4

(b) Clustered nodes correspond-
ing to the first two table entries.

Figure 4.12: Clustering nodes to reduce parse table entries.

Table generation algorithm

Graph clustering is an NP-hard problem [39, p. 209]. Many approximations exist

(e.g., [32, 36, 62]) but are poorly suited to this application. The approximations at-

tempt to partition a graph into k roughly equal-sized groups of nodes (frequently

k = 2) with the goal of minimizing the number of edges between groups. The number

of nodes in each group is typically quite large. Parse table generation also attempts

to minimize the number of edges, since edges correspond to table entries. Parse table

generation differs in several ways: the number of groups is not known in advance, the

target cluster size is very small (1–3 nodes), and the clusters need not be equal size.

Kozanitis et al. [67] present a dynamic programming algorithm to minimize table

entries for Kangaroo. Kangaroo is a non-streaming parser that buffers all header

data before commencing parsing; the algorithm is not designed for streaming parsers,

which parse data as it is received. The Kangaroo algorithm assumes data can be

accessed anywhere within the header region, but a streaming parser can only access

data from within a small sliding window.

I created an algorithm, derived from Kangaroo’s algorithm, that is suitable for

streaming parsers. Inputs to the algorithm are a directed acyclic graph G = (V,E),

the maximum number of lookup values k, the required speed B in bits/cycle, and

the window size w. The algorithm clusters the nodes of G such that: i) each cluster

requires k or fewer lookups; ii) all lookups are contained within the window w; iii)
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all paths consume a minimum of B bits/cycle on average; and iv) it uses the min-

imum number of clusters. Equation 4.1 shows the algorithm, which uses dynamic

programming.

OPT(n, b, o) = min
c∈Clust(n,o)

Ent(c) +
∑

j∈Succ(c)

OPT(j, B + (b−W (c, j)),Offset(c, j, o))


(4.1)

An explanation of the algorithm is as follows. OPT(n, b, o) returns the number of

table entries required for the subgraph rooted at node n, with a required processing

rate of b bits/cycle and with node n located at offset o within the window. Clust(n, o)

identifies all valid clusters starting at node n with the window offset o. The window

offset determines which headers following n fit within the window. Clust restricts the

size of clusters based on the number of lookups k and the window size w. Ent(c)

returns the number of table entries required for the cluster c. Succ(c) identifies all

nodes reachable from the cluster c via a single edge. Figure 4.13a shows a cluster and

the corresponding successors, and Figure 4.13b illustrates how the window w impacts

cluster formation.
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⋮ ⋮
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(a) Cluster and associated suc-
cessors.
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(b) The window (blue) restricts cluster formation.
Next-header fields must lie within the same win-
dow: {A,B,C} is a valid cluster but {A,D} is not.

Figure 4.13: Cluster formation.

The recursive call to OPT identifies the number of table entries required for each

successor node. Each recursive call to OPT requires new values of b and o to be

calculated. The new b value reflects the number of bits consumed in the parsing cycle

that processed c. The updated offset o reflects the amount of data that arrived and

was consumed while processing c.
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This new algorithm is equivalent to Kangaroo’s algorithm when the window size

w is set to the maximum length of any header sequence. In this case, the algorithm

has access to every byte within the header region during all processing cycles.

Improving table generation

The algorithm described above only identifies the minimal set of table entries when

the parse graph is a tree; this also applies to Kangaroo’s algorithm. This occurs

because the algorithm processes subgraphs independently, resulting in multiple sets

of table entries being generated for overlapping regions of subgraphs. One set of

entries is generated for each subgraph containing the overlapping region.

Figure 4.14a shows a parse graph fragment in which subgraphs rooted at nodes

C and K share nodes F and G. Two clusterings are possible in which the subgraphs

at C and K each contain two clusters. Figure 4.14b shows a clustering in which two

different clusters encompass the shared region, while Figure 4.14c shows an alternate

clustering in which a common cluster is generated for the shared region. The first

case requires four parse table entries, while the second case requires only three parse

table entries.

Suboptimal solutions occur only when multiple ingress edges lead to a node. The

solution can be improved by applying the simple heuristic in Algorithm 5 to the graph

G and subgraph S. The heuristic finds independent solutions for S and G − S; if

independent solutions decrease the total number of entries, then the heuristic keeps

the independent solutions, otherwise it keeps the original solution. The heuristic is

repeatedly applied to each subgraph with multiple ingress edges. Figure 4.14d shows

a single step of the heuristic graphically.

Application of the heuristic sometimes increases the number of entries. Fig-

ure 4.15a shows the heuristic reducing the number of entries. Figure 4.15b shows

the heuristic increasing the number of entries.
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Figure 4.14: Improving cluster formation.

Algorithm 5 Heuristic to improve table generation for shared subgraphs.

function ImproveSharedSubgraph(G, S)
Eorig = Opt(G) . Find solutions for G, S, and G− S.
Esub = Opt(S)
Ediff = Opt(G− S)

if Count(Esub) + Count(Ediff) < Count(Eorig) then
return (G− S, S) . S removed; use G− S in subsequent steps.

else
return (G, []) . Nothing removed; use G in subsequent steps.

end if
end function
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(a) Solution improved by the heuristic.
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Figure 4.15: Application of the shared subgraph heuristic.

4.5 Design principles

A designer faces many choices when designing a parser. He or she can construct

the parser from many slow instances or a few fast instances. They must choose the

number of bytes for the parser to process per cycle. Perhaps the designer wants to

understand the cost of including a particular header in the parse graph.

This section explores important parser design choices and presents principles that

guide the selection of parameters. It begins with the description of a parser generator

that I constructed to enable exploration of the design space. It concludes with a

number of design principles that were identified through a design space exploration.

Each parser presented in this section has an aggregate throughput of 640 Gb/s

unless otherwise stated. This throughput corresponds to the RMT switch described

in Chapter 3 and chips available today with 64 × 10 Gb/s ports [9,56,74,77]. Multiple

parser instances are used to provide the aggregate throughput.
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4.5.1 Parser generator

A thorough exploration of the design space requires the analysis and comparison of

many unique parser instances. To facilitate this, I built a parser generator that gener-

ates unique parser instances for user-supplied parse graphs and associated parameter

sets.

I built the parser generator atop the Genesis [103] chip generator. Genesis is a

tool that generates design instances using an architectural “template” and a set of

application configuration parameters. Templates consist of a mix of Verilog and Perl;

the Verilog expresses the logic being generated, and the Perl codifies design choices

to enable programmatic generation of Verilog code.

The parser generator generates fixed and programmable parsers, as described in

§4.3.2 and §4.3.3. Parameters controlling generation include the parse graph, the

processing width, the parser type (fixed/programmable), the field buffer depth, and

the size of the programmable TCAM/RAM. The generator outputs synthesizable

Verilog. I produced all the reported area and power results using Synopsys Design

Compiler G-2012.06 and a 45 nm TSMC library.

The parser generator is available for download from http://yuba.stanford.edu/

~grg/parser.html

Generator operation

Fixed parsers: A fixed parser supports a single parse graph chosen at design-time.

Two parameters are primarily responsible for guiding generation of a fixed parser:

the parse graph and the processing width. The parse graph specifies the headers sup-

ported by the parser and their orderings; the processing width specifies the quantity

of data input to the parser each clock cycle.

The designer specifies the parse graph in a text file containing a description of

each header type. For each header type, the description contains the name and size

of all fields, a list of which fields to extract, a mapping between field values and next

header types. For variable-length headers, the description also includes a mapping

that identifies header length from field values.

http://yuba.stanford.edu/~grg/parser.html
http://yuba.stanford.edu/~grg/parser.html
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Figure 4.16 shows the IPv4 header definition. Line 1 defines ipv4 as the header

name. Lines 2–16 define the fields within the header—e.g., line 3 specifies a 4-bit field

named version; line 10 specifies an 8-bit field named ttl to extract for processing by

the match pipeline; and line 15 specifies a field named options, which is of variable

length as indicated by the asterisk. The designer must specify fields in the order they

appear in the header. Lines 17–21 define the next header mapping. Line 17 specifies

that the next header type is identified using the fragOffset and protocol fields;

the individual fields are concatenated to form one longer field. Lines 18–20 specify

the field values and the corresponding next header types—e.g., line 18 specifies that

the next header type is icmp when the concatenated field value is 1. Finally, line 22

specifies the length as a function of the ihl field, and line 23 specifies a maximum

header length.

Header-specific processors (§4.3.2) are created by the generator for each header

type. Processors are simple: they extract and map the fields that identify length and

next header type. Fields are identified by counting bytes from the beginning of the

header; next header type and length are identified by matching the extracted lookup

fields against a set of patterns.

The parse graph is partitioned by the generator into regions that may be processed

during a single cycle, using the processing width to determine appropriate regions.

Figure 4.17 shows an example of this partitioning. In this example, either one or two

VLAN tags will be processed in the shaded region. Header processors are instantiated

at the appropriate offsets for each header in each identified region.

The generator may defer processing of one or more headers to a subsequent region

to avoid splitting a header across multiple regions or to minimize the number of

offsets required for a single header. For example, the first four bytes of the upper

IPv4 header could have been included in the shaded region of Figure 4.17. However,

doing so would would require the parser to contain two IPv4 processors: one at offset

0 for the path VLAN → VLAN → IPv4, and one at offset 4 for the path VLAN →
IPv4.

The generator produces the field extract table (§4.3.2) for the fields tagged for

extraction in the parse graph description. The field extract table simply lists all
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1: ipv4 {

2: fields {

3: version : 4,

4: ihl : 4,

5: diffserv : 8 : extract,

6: totalLen : 16,

7: identification : 16,

8: flags : 3 : extract,

9: fragOffset : 13,

10: ttl : 8 : extract,

11: protocol : 8 : extract,

12: hdrChecksum : 16,

13: srcAddr : 32 : extract,

14: dstAddr : 32 : extract,

15: options : *,

16: }

17: next_header = map(fragOffset, protocol) {

18: 1 : icmp,

19: 6 : tcp,

20: 17 : udp,

21: }

22: length = ihl * 4 * 8

23: max_length = 256

24: }

Figure 4.16: IPv4 header description.
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Figure 4.17: Parse graph partitioned into processing regions (red).

byte locations to extract for each header type. The table entry for the IPv4 header

of Figure 4.16 should indicate the extraction of bytes 1, 6, 8, 9, and 12–19. The
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generator sizes the field buffer automatically for the fixed parser to accommodate all

fields requiring extraction.

Programmable parser: A programmable parser allows the user to specify the

parse graph at chip run-time rather than design-time. Parameters that are important

to the generation of a programmable parser include the processing width, the parse

table dimensions, the window size, and the number and size of parse table lookups.

A parse graph is not required to generate a programmable parser, because the user

specifies the graph at run-time, but the generator uses a parse graph to generate a

test bench (see below).

The generator uses the parameters to determine component sizes and counts. For

example, the window size determines the input buffer depth within the header identi-

fication component and the number of multiplexor inputs needed for field extraction

prior to lookup in the parse table. Similarly, the number of parse table inputs deter-

mines the number of multiplexors required to extract inputs. Unlike the fixed parser,

the programmable parser does not contain any logic specific to a particular parse

graph.

The generator does not generate the TCAM and RAM used by the parse table. A

vendor-supplied memory generator must generate memories for the process technology

in use. The parser generator produces non-synthesizable models for use in simulation.

Test bench: The generator outputs a test bench to verify each parser it generates.

The test bench transmits a number of packets to the parser and verifies that the parser

identifies and extracts the correct set of header fields for each input packet. The

generator creates input packets for the parse graph input to the generator, and the

processing width parameter determines the input width of the packet byte sequences.

In the case of a programmable parser, the test bench initializes the TCAM and RAM

with the contents of the parse table.

4.5.2 Fixed parser design principles

The design space exploration revealed that relatively few design choices make any

appreciable impact on the resultant parser—most design choices have a small impact
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on properties such as size and power. This section details the main principles that

apply to fixed parser design.

Principle: The processing width of a single parser instance trades area for

power.

A single parser instance’s throughput is r = w×f , where r is the rate or throughput,

w is the processing width, and f is the clock frequency. If the parser throughput is

fixed, then w ∝ 1/f.

Figure 4.18a shows the area and power of a single parser instance with a through-

put of 10 Gb/s. Parser area increases as processing width increases, because addi-

tional resources are required to process the additional data. Additional resources are

required for two reasons. First, the packet data bus increases in width, requiring more

wires, registers, multiplexors, and so on. Second, additional headers can occur within

a single processing region (§4.5.1), requiring more header-specific processor instances.

Power consumption decreases, plateaus, and then slowly increases as processing

width increases. Minimum power consumption for the tested parse graphs occurs

when processing approximately eight bytes per cycle. Power in a digital system

follows the relation P ∝ CV 2f , where P is power, C is the capacitance of the circuit,

V is the voltage, and f is the clock frequency. Frequency f is inversely proportional

to processing width w for a single instance designed for a specific throughput. The

parser’s capacitance increases as processing width increases because the area and

gate count increase. Initially, the rate of capacitance increase is less than the rate of

frequency decrease, resulting in the initial decrease in power consumption.

Principle: Use fewer faster parsers when aggregating parser instances.

Figure 4.18b shows the area and power of parser instances of varying rates aggregated

to provide a throughput of 640 Gb/s. Using fewer faster parsers to achieve the desired

throughput provides a small power advantage over using many slower parsers. Total

area is largely unaffected by the instance breakdown.
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Figure 4.18: Area and power graphs demonstrating design principles.
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The rate of a single parser instance does not scale indefinitely. Area and power

both increase (not shown) when approaching the maximum rate of a single instance.

Principle: Field buffers dominate area.

Figure 4.18c shows the parser area by functional block for several parse graphs. Field

buffers dominate the parser area, accounting for approximately two-thirds of the total

area.

There is little flexibility in the design of the field buffer: it must be built from

an array of registers to allow extracted fields to be sent in parallel to downstream

components (§4.3.1). This lack of flexibility implies that its size should be roughly

constant for a given parse graph, regardless of other design choices.

Principle: A parse graph’s extracted bit count determines the parser area

(for a fixed processing width).

Figure 4.18d plots total extracted bit count versus parser area for several parse graphs.

The straight line shows the linear best fit for the data points; all points lie very close

to this line.

Given that the field buffer dominates the area, one might expect that a parser’s

size can be determined predominantly by the total number of bits extracted. This

hypothesis is verified by the additional data point included on the plot for the simple

parse graph of Figure 4.18e. This graph consists of only three nodes, but those three

nodes extract the same number of bits as the big-union graph. The data point lies

just below that of the big-union graph—the small difference is accounted for by the

simple parse graph requiring simpler header identification and field extraction logic.

This principle follows from the previous principle: the number of extracted bits

determines the field buffer depth, and the field buffer dominates total parser area;

thus, the number of extracted bits should approximately determine the total parser

area.
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4.5.3 Programmable parser design principles

The fixed parser design principles apply to programmable parser design, with the

additional principles outlined below.

Principle: The parser state table and field buffer area are the same order

of magnitude.

Figure 4.18f shows an area comparison between a fixed and a programmable parser.

The fixed design implements the big-union parse graph. Both parsers include 4 Kb

field buffers for comparison, and the programmable parser includes a 256 × 40 b

TCAM; lookups consist of an 8 b state value and 2 × 16 b header fields. This choice

of parameters yields a programmable design that is almost twice the area of the

fixed design, with the parser state table (TCAM and RAM) consuming roughly the

same area as the field buffer. Different TCAM sizes yield slightly different areas, but

exploration reveals that the TCAM area is on the same order of magnitude as the

field buffer when appropriately sized for a programmable parser.

It is important to note that designers size fixed parsers to accommodate only the

chosen parse graph, while they size programmable parsers to accommodate all ex-

pected parse graphs. Many resources are likely to remain unused when implementing

a simple parse graph using the programmable parser. For example, the enterprise

parse graph requires only 672 b of the 4 Kb field buffer.

The 4 Kb field buffer and the 256 × 40 b TCAM are more than sufficient to

implement all tested parse graphs. The TCAM and the field buffer are twice the size

required to implement the big-union parse graph.

Observation: Programmability costs 1.5− 3×.

Figure 4.18f shows one data point. However, comparisons across a range of parser

state table and field buffer sizes reveal that programmable parsers cost 1.5− 3× the

area of a fixed parser (for reasonable choices of table/buffer sizes).
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TCAM
Inputs Entry count Width (b) Size (b)

1 113 24 2,712
2 105 40 4,200
3 99 56 5,544
4 102 72 7,344

Table 4.1: Parse table entry count and TCAM size.

Observation: A programmable parser occupies 2% of die area.

Parsers occupy a small fraction of the switch chip. The fixed parser of Figure 4.18f

occupies 2.6 mm2, while the programmable parser occupies 4.4 mm2 in a 45 nm tech-

nology. A 64 × 10 Gb/s switch die is typically 200 – 400 mm2 today.1

Principle: Minimize the number of parse table lookup inputs.

Increasing the number of parse table lookup inputs allows the parser to identify more

headers per cycle, potentially decreasing the total number of table entries. However,

the cost of an additional lookup is paid by every entry in the table, regardless of the

number of lookups required by the entry.

Table 4.1 shows the required number of table entries and the total table size for

differing numbers of 16-bit lookup inputs with the big-union parse graph. A lookup

width of 16 bits is sufficient for most fields used to identify header types and lengths—

e.g., the Ethertype field is 16 bits. The parser uses a four byte input width and

contains a 16 byte internal buffer. The total number of table entries reduces slightly

when moving from one to three lookups, but the total size of the table increases

greatly because of the increased width. The designer should therefore minimize the

number of table inputs to reduce the total parser area because the parse state table

is one of the two main contributors to the area.

In this example, the number of parse table entries increases when the number of

lookups exceeds three. This is an artifact caused by the heuristic intended to reduce

the number of table entries. The heuristic considers each subgraph with multiple

1Source: private correspondence with switch chip vendors.
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ingress edges in turn. The decision to remove a subgraph may impact the solution

of a later subgraph. In this instance, the sequence of choices made when performing

three lookups per cycle performs better than the choices made when performing four

lookups per cycle.

The exploration reveals that two 16 b lookup values provide a good balance be-

tween parse state table size and the ability to maintain line rate for a wide array of

header types. All common headers in use today are a minimum of four bytes, with

most also being a multiple of four bytes. Most four-byte headers contain only a single

lookup value, allowing two four-byte headers to be identified in a single cycle. Head-

ers shorter than four bytes are not expected in the future because little information

could be carried by such headers.

4.6 RMT switch parser

An RMT switch requires a programmable parser to enable definition of new headers.

The RMT switch of Chapter 3 contains a programmable parser design that closely

matches the one presented in §4.3.3.

Multiple parser instances provide the 640 Gb/s aggregate throughput. Each parser

operates at 40 Gb/s, requiring 16 parsers in total. Practical considerations, in con-

junction with the design principles of §4.5, led to my selection of the 40 Gb/s rate.

The switch’s I/O channels operate at 10 Gb/s, with the ability to gang four to-

gether to create a 40 Gb/s channel. Implementation is simplified when parsers operate

at integer fractions or multiples of 40 Gb/s, as channels can be statically allocated to

particular parser instances. Ideal candidate rates include 10, 20, 40, 80, and 160 Gb/s.

The design principles provide guidance as to which rate to select. Unfortunately

two principles are in tension, suggesting different choices. “Use fewer faster parsers

when aggregating parser instances” suggests selection of faster parsers, while “Min-

imize the number of parse table lookup inputs” suggests selection of slower parsers,

because faster parsers require more parse table lookup inputs to enable additional

headers to be parsed each cycle to meet the throughput requirement. I chose the

40 Gb/s rate as a balance between these two principles.
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I chose the parser TCAM size to be 256 entries × 40 b; each entry matches the 8 b

parser state and two 16 b lookup values. Two lookup inputs are necessary to support

line rate parsing at 40 Gb/s across all tested parse graphs; a parser with a single

lookup input falls increasingly further behind when parsing long sequences of short

headers for certain parse graphs. The 256 entries are more than sufficient for all tested

parse graphs; the big-union graph occupied 105 entries when using two lookup inputs

(Table 4.1), leaving more than half the table available for more complex graphs.

4.7 Related work

Kangaroo [67] is a programmable parser that parses multiple headers per cycle. Kan-

garoo buffers all header data before parsing, which introduces latencies that are too

large for switches today. Attig [3] presents a language for describing header sequences,

together with an FPGA parser design and compiler. Kobierský [66] also presents an

FPGA parser design and generator. Parsers are implemented in FPGAs not ASICs

in these works, leading to a different set of design choices. None of the works explore

design trade-offs or extract general parser design principles.

Much has been written about hardware-accelerated regular expression engines

(e.g., [80,109,110]) and application-layer parsers (e.g., [81,112]). Parsing is the explo-

ration of a small section of a packet directed by a parse graph, while regular expression

matching scans all bytes looking for regular expressions. Differences in the data re-

gions under consideration, the items to be found, and the performance requirements

lead to considerably different design decisions. Application-layer parsing frequently

involves regular expression matching.

Software parser performance can be improved via the use of a streamlined fast

path and a full slow path [68]. The fast path processes the majority of input data,

with the slow path activated only for infrequently seen input data. This technique

is not applicable to hardware parser design because switches must guarantee line

rate performance for worst-case traffic patterns; software parsers do not make such

guarantees.
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Chapter 5

Application: Distributed hardware

While the majority of this thesis describes techniques to make the network more

flexible, the ultimate goal is to enable construction of a rich ecosystem of network

applications similar to that which exists in the world of computers. To that end, I

describe a novel application named OpenPipes that utilizes the flexible RMT switch

to construct complex packet processing systems. The application uses the network

to “plumb” arbitrary packet processing elements or modules together. OpenPipes is

agnostic to how modules are implemented, allowing software, hardware, and hybrid

systems to be built.

OpenPipes

OpenPipes allows researchers and developers to build systems that perform custom

processing on data streams flowing through a network. Example applications include

data compression, encryption, video transformation and encoding, and signal process-

ing. Systems are constructed by interconnecting processing modules. Key objectives

for the platform are:

Simplicity

Building systems that operate at line rate should be fast and easy.

Utilization of all resources

A designer should be able to use all resources at his or her disposal. The

101
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platform should be agnostic to where modules are located when assembling

systems, allowing modules to reside in different physical devices. Moreover,

it should also be agnostic regarding how modules are implemented, allowing

modules to be implemented on CPUs, NPUs, FPGAs, and more.

Simplified module testing

Designers often prototype modules in software before implementing them in

hardware. The platform should leverage the effort invested in developing soft-

ware modules to aid in the verification of hardware modules.

Dynamic reconfiguration

It should be possible to modify a running system configuration without having

to halt for reconfiguration. This ability presents many possibilities, including

the following: scaling systems in response to demand, improving performance or

fixing bugs by replacing modules, and modifying system behavior by changing

the type and ordering of modules.

As is common in system design, the OpenPipes’ design assumes that systems are

partitioned into modules. OpenPipes plumbs modules together over the network,

re-plumbing them as the system is repartitioned and modules are moved. Designers

can move modules while the system is “live,” allowing for real-time experimentation

with different designs and partitions. The benefits of modularity for code re-use and

rapid prototyping are well-known [82,97].

An important aspect of OpenPipes is its agnosticism regarding how modules are

implemented. Designers may implement modules in any way, provided that each

module is network-connected and uses a standardized OpenPipes module interface.

A module can be a user-level process written in Java or C on a CPU, or it can be a

set of gates written in Verilog on an FPGA. A designer may implement a module in

software and test its behavior in the system before committing the design to hardware.

A designer can verify a module’s hardware implementation by including software and

hardware versions of the module in a live system; OpenPipes verifies correctness

by sending the same input to both versions and comparing their outputs to ensure

identical behavior.
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The network

OpenPipes places several demands on the network. First, it needs a network in which

modules can move around easily and seamlessly under the control of the OpenPipes

platform. If each module has its own network address (e.g., an IP address), then ide-

ally, the module can move without having to change its address. Second, OpenPipes

needs the ability to bicast or multicast packets anywhere in the system—it may be

desirable to send the same packet to multiple versions of the same module for testing

or scaling or to multiple different modules for performing separate parallel compu-

tations. Finally, OpenPipes needs the ability to control the paths: it may wish to

select the lowest latency or highest bandwidth paths in order to provide performance

guarantees.

SDN is an ideal network technology, as it satisfies these requirements; compet-

ing network technologies aren’t suitable, as they fail one or more demands. With

SDN, the OpenPipes controller has full control over traffic flow within the network.

The controller can move modules and automatically adjust the paths between them

without changing module addresses; it can replicate packets anywhere within the

topology to send packets to multiple modules; and it can choose the queues to use in

each switch in order to guarantee bandwidth and/or latency between modules and,

hence, for the system as a whole.

As Chapters 2 and 3 have highlighted, there exists several match-action SDN

alternatives. Ideally, OpenPipes uses a custom packet format with a header tailored

to its signalling needs and which switches can match on and modify. This desire

to define and manipulate custom header formats makes the RMT model or, more

specifically, the RMT switch described in Chapter 3, ideal for use by OpenPipes.

Current OpenFlow switches do not allow a controller to define custom header formats;

however, as §5.3 shows, OpenFlow switches are sufficient to build a limited prototype

by shoehorning data into existing header fields.

At a high level, OpenPipes is just another way to create modular systems and

plumb them together using a standard module-to-module interface. The key difference
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is that OpenPipes uses commodity networks to interconnect the modules. This allows

any device with a network connection to potentially host modules.

While chip design can usefully borrow ideas from networking to create intercon-

nected modules, it comes with difficulties. It is not clear what addressing scheme

to use for modules; modules could potentially use Ethernet MAC addresses, IP ad-

dresses, or something else. A common outcome is a combination of Ethernet and IP

addresses, plus a layer of encapsulation to create an overlay network between mod-

ules. Encapsulation provides a good way to pass traffic through firewalls and NAT

devices, but it always creates headaches when packets are made larger and need to

be fragmented. Encapsulation increases complexity in the network as more layers

and encapsulation formats are added; it seems to make the network more fragile and

less agile. A consequence of encapsulation is that it makes it harder for modules to

move around. If modules are to be re-allocated to another system, such as to another

hardware platform or to move to software for debugging and development, then the

address of each tunnel needs changing.

In a modular system that is split across the network—potentially at a great

distance—it is unclear how errors should be handled. Some modules will require

error control and retransmissions, whereas others might tolerate occasional packet

drops (e.g., the pipeline in a modular IPv4 router). Introducing an appropriate error-

handling mechanism into the module interface is a daunting task.

The remainder of this chapter describes OpenPipes in detail and addresses the chal-

lenges outlined above. It begins with an introduction to the high-level architecture.

Next, it discusses a number of implementation details, and finally, it presents an

example application that shows OpenPipes in action.

5.1 OpenPipes architecture

OpenPipes consists of three major components: a series of processing modules, a flex-

ible interconnect to plumb the modules together, and a controller that configures
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the interconnect and manages the location and configuration of the processing mod-

ules. To create a given system, the controller instantiates the necessary processing

modules and configures the interconnect to link the modules in the correct sequence.

Figure 5.1 illustrates the main components of the architecture and shows their in-

teraction. Figure 5.2 shows an example system that is composed of a number of

modules, and which has multiple paths between input and output. Each of the major

components is detailed below.

A

B

Controller

Interconnect Modules

External
network

Legend
Data
Control

...

Configure
interconnect

Download &
configure
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Figure 5.1: OpenPipes architecture and the interaction between components.

A B C D E
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Input Output

Figure 5.2: An example system built with OpenPipes. Modules A, B, and C have
two downstream modules each; the application determines which of the downstream
modules each packet is sent to. The modules are connected via RMT switches.

5.1.1 Processing modules

Processing modules, or modules for short, process data as it flows through the system.

Modules are the only elements that operate on data; the interconnect merely forwards

data between modules, and the controller sits outside the data plane. A module
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designer is free to implement any processing that he or she wishes inside a module;

he or she can choose to implement a single function or multiple functions and choose

to implement simple or complex functions. In general, modules are likely to perform

a single, well-defined function, as it is well-known that this tends to maximize reuse

in other systems [82,97].

OpenPipes places two requirements on modules: they must connect to the net-

work, and they must use a standardized packet format. The interconnect makes

routing decisions using fields within the packet headers; §5.1.2 discusses the intercon-

nect and the packet format. Beyond these requirement, modules may perform any

processing that the designer chooses. Modules may transform packets as they flow

through the system, outputting one or more packets in response to each input packet;

drop packets; and asynchronously output packets independent of packet reception,

allowing tasks such as the transmission of periodic probe packets.

In general, designers should build modules to operate with zero knowledge of the

system. OpenPipes does not inform modules of their locations or their neighbors.

Modules should process all data sent to them, and they should not make assumptions

about the processing that upstream neighbors have performed or that downstream

neighbors will perform. The user is responsible for ensuring that the data input to a

module conforms to the type and format expected by the module; in a more sophis-

ticated scheme, modules would inform the controller of their input and output, and

the controller would enforce connection between compatible modules only. Designing

modules to operate independently of other modules aids reuse by allowing modules

to be placed anywhere within a system, in any order, as determined by the controller

and system operator.

Although modules should operate with zero knowledge of the system, designers

may build modules that share and use metadata about packets. One module can tag

a packet with metadata, and a subsequent module can base processing decisions on

that metadata. For example, a meter module may measure the data rate of a video

stream and tag each packet with a “color” that indicates whether the video rate

exceeds some threshold. A shaper module located downstream can then re-encode

the video at a lower bit-rate when the color indicates that the threshold was exceeded.
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The advantage of this approach is that other modules can use the same metadata; for

example, a policer module can use the color to drop traffic exceeding the threshold.

§5.1.2 documents the metadata communication mechanism in the description of the

packet format.

Module ports

A module may have any number of ports its designer chooses. Many devices used to

host modules have only one physical port, restricting the module to a single port that

is used for both input and output. Although a module may have only one physical

port, it can provide multiple logical ports. The OpenPipes routing header (§5.1.2)

contains a field that indicates the logical port; a module reads this field on packet

ingress to identify the incoming logical port, and it sets this field on packet egress to

indicate the logical output port that it is using.

Modules may use different output ports, either physical or logical, to indicate

attributes of the data. For example, a checksum validation module can use different

output ports to indicate whether a packet contains a valid or an invalid checksum.

The OpenPipes controller can instruct the interconnect to route different outputs to

different destinations. The controller could route the output port corresponding to

packets with valid checksums to a “normal” processing pipeline, and it could route

invalid traffic to an error-handling pipeline. Referring to Figure 5.2, modules A, B,

and C each have two outputs; one output from module A is connected to module B

and the other to module F .

Configurable parameters

Many modules provide configurable parameters that impact processing. For example,

the meter module described above should provide a threshold parameter to allow con-

figuration of the threshold rate. Parameters are read and modified by the controller.
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Module hosts

Modules cannot exist by themselves; they must physically reside within a host. Any

device that connects to the interconnect may be a host. Hosts are commonly pro-

grammable devices, such as an FPGA or a commodity PC, to which modules can be

downloaded. Non-programmable devices may also be hosts that host fixed modules.

5.1.2 Interconnect

An SDN interconnects the modules within the system. The OpenPipes controller,

described below, controls packet flow through the network by installing and remov-

ing flow table entries within the SDN switches. The interconnect provides plumbing

only; it does not modify the data flowing through the system. However, flow en-

tries installed by the controller may modify OpenPipes headers in order to provide

connectivity.

OpenPipes uses a custom packet format with headers tailored to its needs. The

RMT switch (Chapter 3) enables definition and processing of custom headers, making

it appropriate for OpenPipes. RMT switches can also encapsulate and decapsulate

packets, allowing them to transmit data over tunnels interconnecting islands of mod-

ules that are separated by non-SDN networks, such as the Internet. OpenPipes only

uses tunnels when necessary.

Packet format

OpenPipes defines a custom packet format to transport data between modules. The

packet format consists of a routing header, any number of metadata headers, and a

payload. Figure 5.3 shows this packet format, and Figure 5.4 shows the parse graph.

Routing 
header

Metadata 
header PayloadMetadata 

header

Qty: [0,*]

Figure 5.3: OpenPipes packet format.
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Comparison
(Metadata)

Routing

Figure 5.4: OpenPipes parse graph. The interconnect only processes the comparison
metadata header; all other metadata headers are ignored.

The routing header (Figure 5.5a) contains two fields: a port/stream identifier and

a count of the number of metadata headers that follow. As the name implies, the

routing header is the primary header that OpenPipes uses to route traffic within

the interconnect. A module transmitting a packet writes a value in the port/stream

field to indicate the packet’s logical output port (§5.1.1). The switches rewrite the

port/stream field at each hop to allow identification of flows or streams that share a

link.

Port / stream Metadata  
hdr. count

3 B 1 B

(a) Routing header.

Type Value

7 B1 B

(b) Metadata header.

Figure 5.5: OpenPipes header formats.

Metadata headers (Figure 5.5b) communicate information about the payload or

some state within the modules that processed a packet. The header consists of two

fields: a type and a value. The type indicates what the metadata is, which, in turn,

determines the meaning and format of the value field. The metadata header concept

is borrowed from the NetFPGA [72] processing pipeline, in which the headers com-

municate information about each packet between modules; for example, one standard

header conveys a packet’s length, source port, and destination port(s).



110 CHAPTER 5. APPLICATION: DISTRIBUTED HARDWARE

Metadata types may be either system-defined or module-defined. A “1” in the

type field’s MSB indicates system-defined, and a “0” indicates module-defined. Open-

Pipes currently defines only one system type: a comparison identifier (0x81). The

comparison identifier indicates the module source and a sequence number for use by

the comparison module; §5.2.1 provides more detail. To simplify parsing, system-

defined metadata must appear before module-defined metadata.

Modules use module-defined metadata to indicate data that the system doesn’t

provide about each packet. The example presented earlier involved a meter and a

shaper. The meter measures video data rate and tags packets with a color to indicate

when the rate exceeds a threshold; the shaper re-encodes video at a lower rate when

the color indicates that the threshold was exceeded. The color is communicated in

a metadata header. Two modules wishing to communicate data must agree on the

metadata’s format and type number; it is suggested that the controller assign type

numbers dynamically.

Any module may add, modify, or delete any number of metadata headers from

packets flowing through the system. Designers should pass unknown metadata head-

ers from input to output transparently, thereby allowing communication between

modules regardless of what modules sit between them.

Addressing, routing, and path determination

A user builds systems in OpenPipes by composing modules. Modules process data,

and the interconnect transports data between them. OpenPipes does not inform

modules of their neighbors, making it is impossible for modules to address their

output to modules immediately downstream.

The controller is the only component within the system that knows the desired

ordering of modules. The controller routes traffic between modules in the interconnect

by installing appropriate flow entries in the switches. The flow entries for a connection

between modules establishes a path from the output of one module to the input of

the next.

Referring to Figure 5.2, module A connects to modules B and F . The controller

installs two sets of rules in this example: one to route traffic from A to B and one to
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route traffic from A to F . Assume that module has two logical ports lA1 and lA2 that

connect to B and F respectively, and assume that A connects to the switch port SA.

In this case, the first rule between A and B contains the following match:

physical port = SA, logical port = lA1

The first rule between A and F contains a similar rule for the second logical port.

With these rules in place, traffic flows from module A to its downstream neighbors

without module A having any knowledge of the modules that follow. The controller

can redirect traffic from module B to module B′ by updating the flow rules; A is

completely unaware of this change.

5.1.3 Controller

The controller’s role is three-fold: it manages the modules, it configures the inter-

connect, and it interacts with the user. Users interact with the controller to specify

the desired system to implement. The user does so by specifying the set of mod-

ules to use, the connection between them, and the external connections to and from

the system. The user may also specify requirements and constraints, such as the

location of modules, the number of instances of particular modules, the maximum

latency between modules, and the desired processing bandwidth. An intelligent con-

troller should determine module placement and instance count automatically when

not specified by the user, although the prototype system described in §5.3 does not

include this ability.

Using the system definition provided by the user, the controller constructs the

system by instantiating the desired modules at the desired locations and configuring

the interconnect. The controller downloads a bit file to instantiate an FPGA-hosted

module, and it downloads and runs an executable to instantiate a CPU-hosted mod-

ule; §5.1.2 discusses how the controller configures the interconnect. The user may

change the system while it is running, requiring the controller to create and/or de-

stroy instances and update the flow entries within the interconnect.
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As described earlier, some modules provide configurable parameters. Users specify

module parameter values to the controller, and the controller programs the values

into the appropriate modules. The controller must take care when moving modules

because it must also move the configurable parameters. Moving a module typically

involves instantiating a new copy of the module at the new location and destroying

the old instance, hence the need to move the parameters. A module should expose

all state that requires moving as configurable parameters.

5.2 Plumbing the depths

The previous section introduced the OpenPipes architecture and described its major

components. This section attempts to expand understanding by delving into several

operational details, including testing, flow and error control, and platform limitations.

5.2.1 Testing via output comparison

OpenPipes aids in module testing by enabling the in-situ comparison of multiple

versions of a module in a running system. The testing process sends the same input

data to two versions of the module under test and compares the two modules’ output.

Non-identical streams indicate that one of the modules is functioning incorrectly.

The rationale behind this approach is that a functionally correct software proto-

type provides a behavioral model against which to verify hardware. Designers are

likely to build software prototypes before implementing hardware in many situations,

because software prototypes allow designers to quickly verify ideas. By using the soft-

ware prototype as a behavioral model for verification, the designer gains additional

benefit from the effort invested in building the prototype.

In-situ testing allows testing with large volumes of real data. Simulated data

sets often fail to capture all data characteristics that reveal bugs, and hardware sim-

ulations execute orders of magnitude more slowly than the modules that they are
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simulating. However, traditional verification techniques are still valuable when devel-

oping modules for OpenPipes. For example, hardware simulation allows designers to

catch many bugs before paying the expense of synthesis and place-and-route.

OpenPipes uses a comparison module to compare two data streams. The controller

routes a copy of the output data from the two modules being tested to the comparison

module. The comparison module compares the two input streams and notifies the

controller if it detects any differences.

The comparison module’s operation is conceptually simple: it compares the pack-

ets that it receives from each stream. Complicating this is the lack of synchronization

between streams; the comparison module must compare the same packet from each

stream, even if they arrive at different times. Figure 5.6a shows a simple test system

containing two modules under comparison. The input stream—consisting of packets

p1, p2, and p3—is sent to modules A and B. Module A outputs packets p1A , p2A , and

p3A in response to the three input packets; likewise, module B outputs p1B , p2B , and

p3B . Figure 5.6b shows a possible packet arrival sequence seen by the comparison

module. Regardless of the arrival sequence, the comparison module should compare

p1A with p1B , p2A with p2B , and p3A with p3B .

A

B

Comparison

p1p2p3 p1Ap2Ap3A

p1Bp2Bp3B

Input

(a) System under test.

Time0

p1A p2A p3A

p1B p2B p3B

(b) Packet arrival at the comparison module.

Figure 5.6: Testing modules via comparison.
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To enable identification of the same packet across several streams, OpenPipes

inserts a metadata header that contains a sequence number and a module source

identifier. The comparison module uses the source identifier to identify which of the

modules under test the packet originated from, and it locates the same packet in each

stream by matching sequence numbers. The metadata uses the system comparison

type (0x81); Figure 5.7 shows the format of this metadata type. OpenPipes only

inserts the metadata header in streams flowing to a comparison module, and it does

so at the bicast location before the modules. OpenPipes utilizes RMT’s ability to

insert arbitrary headers.

0x81
(Type) Pad Sequence numberSource 

module

4 B1 B 2 B 1 B

Figure 5.7: Comparison metadata header format (type 0x81).

The comparison module may be either generic or application-specific. A generic

module has no knowledge of the data format, requiring it to compare entire packets.

An application-specific module understands the data format, allowing it to perform

more selective comparison. For example, a module might timestamp packets as part of

its processing; the comparison module could ignore timestamps completely or verify

that they are within some delta of one another. Application-specific comparison

modules can also utilize information within each packet to perform synchronization,

instead of relying on the metadata added by OpenPipes.

Limitations

The testing approach described above has a number of limitations. First, the compar-

ison requires a functionally correct module against which to compare. Comparison

will not assist in the development of the initial version of a module because a reference

is unavailable.

Second, the speed of the slowest module limits testing throughput. Exceeding

the slowest module’s processing rate will cause packet loss, resulting in the different
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streams being sent to the comparison module. The software module will usually limit

throughput when comparing software and hardware implementations.

Third, the buffer size within the comparison module limits the maximum relative

delay between modules. Relative delay is the time between a faster module outputting

a packet and a slower module module outputting the same packet. The buffer size

determines the limit because each packet from the faster stream must be buffered

until the equivalent packet is received from the slower stream. If the buffer size is b,

and the data arrive rate is r, then the maximum relative delay is d = b/r.

Fourth, the mechanism as described does not compare packet timing; it only

compares packet content. However, it is trivial to modify the comparison mechanism

to also compare timing.

Finally, the generic comparison module performs comparison over the entire packet.

This makes it unsuitable in situations where parts of a packet are expected to be dif-

ferent between two data streams. For example, a module may timestamp a packet

as part of its processing; it is likely that two different implementations of the module

will not be synchronized. The solution is to create application-specific comparison

modules in this situation.

5.2.2 Flow control

Any application concerned about data loss caused by buffer overflow within the

pipeline requires flow control. Two flow control techniques are appropriate for use in

OpenPipes: rate limiting and credit-based flow control.

Rate limiting

Rate limiting restricts the maximum output rate of modules within the system. It

prevents data loss by ensuring that each module receives data below its maximum

throughput. Rate limiting should be performed within each module.

Rate limiting is an “open loop” flow control system, which makes it relatively

easy to implement. The controller sets the maximum output rate of each module to



116 CHAPTER 5. APPLICATION: DISTRIBUTED HARDWARE

ensure that congestion never occurs within the system. Because congestion can never

occur, modules never need to notify each other or the controller of congestion.

This mechanism is most suitable when modules process data at near-constant

rates. This allows the controller to send data to a module at a chosen rate, knowing

that the module will always be able to process data at that rate. The mechanism

performs poorly in situations where a module’s throughput varies considerably; in

such situations, the controller must limit data sent to the module to the module’s

minimum sustained throughput.

To use this mechanism, modules must provide the ability to set their maximum

output rate. The module interface in a standard module template can include generic

rate limiting logic. Modules must report two pieces of data to the controller: their

maximum input rate and the relationship between input and output rate.

The controller sets rates throughout the system. It calculates rates using the

throughputs and ratios reported by modules, together with link capacities within the

interconnect. Rate calculations must consider ripple-on effects where the rate limit of

one module restricts the rate of every preceding module. For example, assume that

modules A, B, and C are connected in series (Figure 5.8), and assume their maximum

throughputs are tA, tB, and tC respectively. Module B’s output rate should be set

to rB = tC , and module A’s output rate should be set to rA = max(tB, rB) =

max(tB, rB).

Max input
rate = X

Max output
rate = X

A B C

➁
➀➂

Figure 5.8: Rate limit information must “propagate” backward through the system.
Module C has a maximum input rate of X, therefore the maximum output rates of
modules A and B should be limited to X. Buffer overflow would occur in B if A’s rate
was not limited to X. (Note: this assumes that the output rate of B is identical to
it’s input rate.)
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More correctly, each module should report a maximum input rate and an input-

to-output relationship. Assume A’s maximum input rate is IA and its input-to-

output relationship is ioA; assume similarly for B and C. In this case, the controller

should set module B’s output rate to rB = IC , and module A’s output rate to rA =

max(IB, rB/ioB) = max(IB, IC/ioB).

Credit-based flow control

Credit-based flow control [69] is a mechanism in which data flow is controlled via

the distribution of transmission credits. A downstream element issues credits to

an upstream element. An upstream element may transmit as much data as it has

credits for; once it exhausts its credits, it must pause until the downstream element

grants more credits. Credit-based flow control is most beneficial when a module’s

throughput varies considerably because it allows the module to adjust its receiving

rate to match its current throughput. Rate limiting in such situations would limit

the module’s input to the lowest sustained throughput, thereby failing to capitalize

when the module is capable of processing data at a higher rate.

Credit-based flow control is a “closed loop” flow control system. It is more complex

to implement than rate limiting because the adjacent module must coordinate to allow

data transmission. Contrast this with rate limiting, in which a module may transmit

data continuously at its permitted rate without regard to the state of other modules.

Credit-based flow control requires input buffering to accommodate transmission

delays between modules. An upstream module that exhausts its credits must wait

for credits from the downstream module before transmitting more data. If modules

A and B are connected in sequence, it takes a minimum of one round-trip time for B

to issue a credit to A and receive the resulting packet from A. To prevent a module

from sitting idle due to an empty buffer, the input buffer depth D must be at least

D = RTT × BW , where BW is the bandwidth of a link and RTT is the round-trip

time. This equates to 125 KB for a link with BW = 1 Gb/s and RTT = 1 ms.
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Challenge: one-to-many and many-to-one connections

Flow control is complicated by connections between modules that are not one-to-one.

One-to-many connections, in which one upstream module connects directly to mul-

tiple downstream modules, require that the upstream module respect the processing

limits of all downstream modules. Many-to-one connections, in which multiple up-

stream modules directly connect to a single downstream module, require that the

aggregate data from all upstream modules is less than the processing limit of the

downstream module.

One-to-many connections are simple when using rate limiting: the controller limits

the upstream module to the input rate of the slowest downstream module. One-

to-many connections complicate credit-based flow control because each downstream

module may issue different numbers of credits. The solution is for the upstream

module to individually track the credits issued by each downstream module and to

transmit only when credits are available from all modules. This change increases the

amount of state that the upstream module must track, and it increases the complexity

of the transmit/pause logic.

OpenPipes handles many-to-one connections by splitting the rate or credits be-

tween the upstream modules. Although this prevents overload of the downstream

module, it often leads to underutilization. OpenPipes is unable to give an unused al-

lotment of rate or credits from one module to another module. The credit mechanism

must be modified slightly to force modules to return unused credits after a period of

time to prevent a single idle module from accumulating all of the credits.

5.2.3 Error control

Many applications will require inter-module error control to prevent data loss or

corruption. Not all applications require such mechanisms; some may be tolerant of

errors, while others may use an end-to-end error control mechanism. Several error

control mechanisms are available to meet differing application needs: error detection,

correction, and recovery.
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Error detection utilizes checksums [115], hashes [116], or similar integrity veri-

fication mechanisms. An application may use error detection to prevent erroneous

data from propagating through the processing pipeline or as part of an error recovery

mechanism (see below). An application’s response to detected errors when not using

a recovery mechanism is application-specific and is not discussed further.

Error correction utilizes mechanisms that introduce redundancy in the data, such

as error-correcting codes [71]. Error correction mechanisms repair minor errors in the

data stream without requiring retransmission.

Error recovery utilizes a combination of error detection and retransmission [35].

The sender retransmits packets that are erroneously received or lost, requiring the

sender to buffer copies of all sent data. The sender flushes data from its buffer when

it receives acknowledgement of correct reception.

5.2.4 Multiple modules per host

The discussion thus far has implied that hosts only host a single module at any

instant. A single host can trivially host a single module, but a single host can also

host multiple modules simultaneously. OpenPipes requires the ability to route traffic

to each module within a host, leading to two alternate approaches: the host may

provide a switch internally to route data to the appropriate module, or the host

provides separate physical interfaces for each module.

Providing a switch inside the host allows the use of a single physical connection

between the host and the interconnect. The internal switch sits between the external

interconnect and each of the modules, effectively extending the interconnect inside

the host. The internal switch must provide an SDN interface to allow configuration

by the controller.

Providing a separate physical interface for each module allows all host resources to

be dedicated to modules; the internal switch approach requires some host resources to

be dedicated to the internal switch. In this scenario, the number of physical interfaces

limits the number of modules.
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5.2.5 Platform limitations

While OpenPipes was envisaged as a general-purpose hardware prototyping platform,

there are two key differences that distinguish hardware built using OpenPipes from

single-chip or single-board ASIC and FPGA systems:

1. Propagation delays between modules are large. The latency that a packet expe-

riences will depend upon the number and type of switches the packet traverses,

as well as the physical distance between modules. Typical switch latencies are

measured in microseconds, with low-latency switches offering latencies in the

hundreds of nanoseconds range [78]. Compare this with on-chip latencies, which

can be sub-nanosecond between adjacent modules.

2. Available bandwidth between modules is limited. Common Ethernet port speeds

are 1 Gb/s and 10 Gb/s, with 40 Gb/s seeing gradual adoption. On-chip band-

width between modules scales with the number of wires in the link. For ex-

ample, the effective bandwidth of the 4096-bit field bus in the RMT switch is

4.096 Tb/s.

These limitations make OpenPipes suitable for applications in which data flow is

predominantly stream-based with moderate bandwidth streams, as well as in which

there is little bi-directional interaction between modules.

5.3 Example application: video processing

The architecture and operation of the OpenPipes platform is best illustrated via an

example. I chose video processing for this purpose because it provides a compelling

and easy to understand demonstration of the platform’s power and utility. The video

processing application itself is quite simple. A video stream is fed into the system,

the system applies a set of transforms, and the resultant transformed video stream is

output.

I implemented two transforms for demonstration purposes. They are: grayscale

conversion—i.e., removing color to produce a grayscale stream—and mirroring about
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an axis. A separate module provides each transform. An operator of the system can

apply multiple transforms to a video stream by connecting the transform modules

in series. In addition to the transforms, I implemented a module that identifies the

predominant color within a video stream. This module provides one output for each

recognized predominant color. An operator can connect each output to a different set

of downstream modules, allowing different sets of transforms to be applied to different

colored videos. Finally, I implemented a comparison module that compares two video

streams. This module aids testing and development by module implementation to be

tested against a known-good implementation.

The operator can customize video processing by connecting and configuring the

modules within the system. For example, the operator can convert all video to

grayscale by instantiating the grayscale module and sending all video to the module.

Alternatively, the operator can vertically mirror red-colored videos while converting

all other videos to grayscale; they do so by sending all video to the color identification

module, connecting the identification module’s red output to the mirroring module,

and connecting all other outputs to the grayscale module.

Figure 5.9 depicts the video processing application graphically. The diagram shows

the input and output streams, a set of transforms, the color identification module,

and an example system configuration. Figure 5.12 shows a screenshot of the system

in action.

Video Processing System

Predominant 
Color 

Identification

Grayscale 
Conversion

Video 
Inversion

Figure 5.9: Video processing application transforms video as it flows through the
system. The OpenPipes application is the region inside the dotted rectangle.
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RMT switches were unavailable at the time of writing. As a result, the demon-

stration system uses regular OpenFlow switches to provide the interconnect. This

prevented the use of custom headers, requiring the repurposing of existing headers.

5.3.1 Implementation

The major components of the demonstration system are the controller, the intercon-

nect, the modules, the module hosts, and a graphical user interface (GUI) to facilitate

interaction with the operator. Implementation details of each of these components

are provided below.

Controller

The OpenPipes controller is implemented in Python atop the NOX [42] OpenFlow

control platform. The OpenPipes controller consists of approximately 1,800 lines of

executable code, with additional lines for commenting and whitespace. I designed

the controller to be application-independent—i.e., the controller should be suitable

for use in applications other than video processing.

The controller functionality falls into several broad categories. They are as fol-

lows: GUI communication, module host communication, interconnect configuration,

and topology tracking. The GUI communication functionality allows the GUI and

the controller to interact. The controller maintains databases of the following: the

current network topology, including the active module hosts; the known modules; and

the current set of active modules and their interconnection. The controller communi-

cates this information to the GUI, which displays this information graphically to the

operator; the operator can then use the GUI to reconfigure the system.

A simple text-based socket is used for communication between the controller

and the GUI. The GUI sends simple commands to the controller to modify the

system configuration, such as instantiate-module, delete-module, connect, and

disconnect. The controller performs the appropriate system modifications in re-

sponse to commands from the GUI. The controller may also send messages to the

GUI to notify it of system changes, such as host-added and link-added.
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Module host communication functionality allows module hosts to interact with

the controller. The controller instructs module hosts to download particular modules

and to configure parameters within each module, and the module hosts notify the

controller of changes to the module state. A simple text-based socket is used for this

communication, similar to the GUI-controller communication.

Interconnect configuration functionality translates the desired system configura-

tion into the appropriate set of flow rules for each switch. To translate a single

connection between two modules, the controller must: i) identify the location of the

two modules in the system; ii) calculate a route between the modules; and iii) install

flow table entries for each link on the chosen route. The first flow rule in the first

switch must match only the traffic corresponding to the selected logical output port.

The logical port field is rewritten on a hop-by-hop basis to distinguish between flows

sharing the link.

The topology tracking functionality monitors the state of the topology and trig-

gers rerouting of flows when necessary. For example, flows must be rerouted when

a link carrying them goes down. Topology tracking utilizes the topology learning

functionality provided by NOX.

Interconnect

The interconnect consists of multiple OpenFlow switches connected in a non-structured

topology (Figure 5.10). The demonstration system uses OpenFlow switches because

RMT switches were unavailable at the time of writing.

The topology consists mostly of switches and hosts located at Stanford University,

although it includes one remote switch and one remote host. The Internet2 [58] PoP

in Los Angeles hosts the remote switch, which is connected via a MAC-in-IP tunnel

that encapsulates entire packets. The OpenPipes controller is unaware of the tunnel

to the remote switch and sees a direct connection between the local network and

the remote switch. The topology’s ad-hoc structure arose from the physical location

of switches within the network and the links between them. The topology clearly

demonstrates OpenPipes’ ability to build systems from geographically distributed

hardware.
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Figure 5.10: Video processing topology.

The use of OpenFlow switches, rather than more flexible RMT switches, neces-

sitated two implementation adjustments to the system described in Sections 5.1 and

5.2. First, OpenFlow switches do not support the definition of new headers by the

controller, thereby requiring the reuse of existing header types. This implementation

reuses the Ethernet header for all data used in routing; Figure 5.11 shows the pack-

ing of OpenPipes’ fields into an Ethernet header. The controller installs flow rules

that match against the Ethernet DA field only; this field now holds the port/stream

identifier. Second, OpenFlow switches provide no mechanism to stamp a sequence

number into packets, thereby requiring adjustment to the testing mechanism. The

video processing application includes a frame number inside each packet; the com-

parison module can use the frame number to identify the associated packets in the

two input streams.

Port / stream Source module Metadata
hdr. count

Ethernet DA Ethernet SA Ethertype

Figure 5.11: OpenPipes fields packed into an Ethernet header.
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Module hosts

A mixture of commodity PCs and 1 Gb/s NetFPGAs act as module hosts. The

NetFPGAs host hardware modules, and the commodity PCs host software modules.

Stanford University houses all module hosts, except for one NetFPGA. The remote

NetFPGA resides in Houston and is connected to the Los Angeles OpenFlow switch

via a dedicated optical circuit.

Each NetFPGA and commodity PC host runs a small client utility that com-

municates with the controller. The utility: notifies the controller of its presence;

provides the controller with the ability to download modules to the host; and pro-

cesses parameter read and write requests from the controller. The utility is written

in Python and consists of approximately 150 lines of shared code and 100–300 lines

of platform-specific code.

Modules

The video processing application includes six modules for mirroring/frame inversion,

grayscale conversion, predominant color identification, and comparison. Table 5.1

lists the individual modules. Individual bit files implement each hardware module,

allowing a NetFPGA to host only one module at any given instant.

Name Function Type Correct
mirror-hw Mirroring HW Yes
gray-sw Grayscale conversion SW Yes
gray-hw Grayscale conversion HW Yes
gray-hw-err Grayscale conversion HW No
ident-hw Color identification HW Yes
compare-sw Stream comparison SW Yes

Table 5.1: Video processing application modules.

Three versions of the grayscale conversion module exist: one implemented in soft-

ware, one implemented in hardware, and one implemented in hardware with a de-

liberate error. I created these three modules to simulate the module development

process and to demonstrate the comparison feature. The software module represents
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the initial prototype used to verify ideas and algorithms. The erroneous hardware

module represents the initial hardware implementation that contains a bug that was

not discovered through simulation. The correct hardware module represents the final

hardware implementation. Comparison can use the software module as a functionally

correct version against which to test the hardware implementations.

GUI

The GUI allows the operator to interact with the controller. Figure 5.12 shows a

screenshot of the GUI. It is built using the ENVI [31] framework.

Figure 5.12: Video processing application GUI.

The GUI displays the current network topology, the location of the module hosts

within the network, and the set of available modules. An operator can instantiate,

destroy, and move modules via drag-and-drop. They instantiate a module by dragging

it from the available set to a module host, and they destroy a module by dragging

it from a module host to empty space, and they move a module by dragging it from
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one host to another. An operator adds and removes connections between modules by

clicking on the start and end points, and they set module parameters by clicking on

the module and adjusting values in the pop-up window.

5.3.2 Module testing with the comparison module

The application includes three versions of the grayscale conversion module to demon-

strate module testing via comparison. The three versions are: a software implementa-

tion, a hardware implementation with a deliberate error, and a hardware implemen-

tation with no known errors. These three modules mimic the prototyping process.

The designer begins by implementing the module in software, allowing quick verifi-

cation of ideas and algorithms. The designer then reimplements his or her design in

hardware, presumably for performance reasons. Initial hardware implementations are

likely to contain bugs that are gradually identified and fixed.

A designer performs testing by instantiating two copies of the grayscale module.

They configure the system to send the same input to both modules, and they connect

the output from both to the comparison module. The comparison module compares

the two input streams to verify that the modules under test are performing identical

processing.

The included comparison module is specific to the video processing application.

It contains explicit knowledge about the format of video data, allowing it to perform

a frame-by-frame comparison. It identifies equivalent frames in the two streams by

inspecting the frame number field encoded within the packets in each stream. Use of

the frame number field eliminates the need for the network to tag each packet with a

sequence number, which is something that OpenFlow switches do not support.

5.3.3 Limitations

The OpenPipes implementation and the associated video processing application exist

as a proof-of-concept. I made two important decisions to simplify the implementation

process that should be highlighted.
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First, the implementation currently supports only one module per host. The

OpenPipes platform is intended to support instantiation of multiple modules within

a single host, but I deemed this unimportant for demonstration purposes. The video

processing transforms are sufficiently simple that multiple transforms could be in-

stantiated within a single FPGA. §5.2.4 details support for multiple modules per

host.

Second, the modules do not include flow or error control. The video within the

system is a 25 Mb/s data stream. Flow control is unnecessary because the transforms

modules process data at a rate in excess of this; even the software implementation

of the grayscale module can process data faster than this rate. Error control is

unnecessary because the application is tolerant of errors. Dropped or incorrectly

received packets do not prevent reception of the video; they merely introduce visual

artifacts in the frame to which they belong.

5.3.4 Demonstration

A video shows the video processing application in operation. The video is accessible

via the following URLs:

• http://openflow.org/wk/index.php/OpenPipes

• http://youtu.be/XWsV3ONfNyo

5.4 Related work

Our design draws inspiration from systems like Click [79] and Clack [113]. These

systems allow for the construction of routers from packet processing modules. The

routers constructed from these systems reside on a single host, and software imple-

ments the processing modules.

Connecting hardware modules together using some form of network is not a new

idea. Numerous multi-FPGA systems have been proposed, early examples of which

include [63, 106]. These examples use arrangements of crossbar switches to provide

http://openflow.org/wk/index.php/OpenPipes
http://youtu.be/XWsV3ONfNyo
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connectivity between multiple FPGAs. A slightly different approach is taken by [46]:

daughter cards are connected in a mesh on a baseplate, and FPGAs on each card

are hardwired to provide appropriate routing. More recent multi-FPGA examples

include [5, 25, 50]; these use several approaches to connect the FPGAs: a ring bus,

a full mesh, and a shared PCI Express bus. Networking ideas have been making

their way into chip design for a while, with on-chip modules commonly connected

together by switches and communicating via proprietary packet formats [18, 95, 101,

102]. OpenPipes distinguishes itself from prior work by using a commodity network

to interconnect modules.
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Chapter 6

Conclusion

Ideally, a switch or router should last for many years. Dealing with a changing world

requires programmability that allows functionality changes in the field. Software-

defined networking (SDN) moves the control plane into software to provide pro-

grammability: the control plane software instructs the hardware data plane on how to

process and forward data. Software modifications alone are sufficient to enact change

in the network behavior.

Moving the control plane to software is only part of the story; the underlying data

plane must provide sufficient flexibility to support the desired changes in function-

ality. Current SDN switches are built using traditional switch ASICs that are not

optimized for SDN. They do allow a controller to specify the processing to perform,

but they support only a fixed set of protocols, allow application of a limited set of

actions, and contain statically-allocated resources. Network processors (NPUs) are an

alternative to fixed-function switch ASICs; they provide considerably more flexibility,

but unfortunately they fail to match the performance of switch ASICs.

The Reconfigurable Match Table (RMT) switch abstraction, introduced in Chap-

ter 2, provides programmers with sufficient reconfigurability to support current and

future forwarding plane needs, while being sufficiently constrained to support imple-

mentation at high speed. RMT provides flexibility not found in current switch chips:

it supports the processing of new protocols; it allows the reconfiguration of the lookup

tables; and it allows the definition of new actions. RMT provides these abilities using
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a flexible processing pipeline that contains a programmable parser, a configurable

arrangement of logical match stages with memories of arbitrary width and depth,

and a set of action processors that support flexible packet editing. RMT supports

processing of packet headers only; it does not support regular expression matching or

arbitrary payload manipulation out of a desire to forward at terabit speeds.

The 64 × 10 Gb/s RMT switch design, described in Chapter 3, demonstrates fea-

sibility of the RMT model. Providing flexible packet processing at terabit speeds

requires a departure from traditional switch design approaches. The design contains

multiple identical physical match stages onto which logical match stages are mapped.

Each match stage contains a number of match subunits and many small memories.

The subunits can operate individually to provide narrow tables, or in groups to pro-

vide wider tables, and the memories can be assigned as needed to different tables. A

logical stage may map to a fraction of a physical stage or to multiple physical stages.

VLIW action blocks within each physical stage perform packet modifications. Parallel

action units within each block apply simple primitives to each field that, when com-

bined, allow the creation of new and complex actions. In total, the design contains 32

physical stages, 370 Mb of SRAM, 40 Mb of TCAM, and over 7,000 action processing

units.

The cost of flexibility is low: an analysis reveals an increase in area and power

of less than 15% relative to an equivalent traditional chip. However, the resource

allocation in a traditional chip is fixed: a use case that does not require a particular

table wastes that table’s memory. Contrast this with the RMT switch: it creates only

the tables that are needed and allocates all resources to those tables. RMT is likely

to have a cost advantage in scenarios like this.

Every switch contains a packet parser to identify and extract the fields that de-

termine the processing to apply to each packet. The RMT switch requires a pro-

grammable parser to allow processing of new protocols, while traditional switch ASICs

contain fixed parsers that process a set of header that are chosen at design-time.

Chapter 4 explores parser design trade-offs for fixed and programmable parsers and

presents a number of design principles. A programmable parser is approximately

twice the size of an equivalent fixed parser. However, the overall cost is small because
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the parser occupies a very small fraction of a switch ASIC—less than 1% for a fixed

parser.

RMT allows implementation of a wide array of network functionality—e.g, switch-

ing, routing, firewalling—using existing and new protocols. The OpenPipes applica-

tion introduced in Chapter 5 utilizes RMT’s support for new protocols to define a cus-

tom packet format which hides addressing details from modules and allows switches

to tag packets with data used to aid debugging.

In summary, this work demonstrates that flexible terabit-speed switch chips can

be built with only a small cost penalty as compared with traditional chips. Hopefully

this work encourages switch chip vendors to provide more flexibility in their designs.

As network operators demand more flexibility from the network, I expect that future

switch chips will adopt many of the ideas presented here.
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ACL Access control list : overrides the forwarding behavior for specific flows. Con-

ventional switches place the ACL table after the Layer 2 and Layer 3 forwarding

tables; this allows rules in these tables to be overridden. ACL tables typically

permit matches against L2, L3, and L4 fields, thereby enabling fine-grained flow

specification.

ALU Arithmetic logic unit : a circuit that performs arithmetic and logical operations.

API Application programming interface: the programmatic interface that specifies

how to interact with a software component.

ASIC Application-specific integrated circuit : an integrated circuit designed for a

specific use or application. Contrast this with a CPU: a CPU supports different

uses through the software it executes.

BGP Border Gateway Protocol : a protocol for exchanging routing information be-

tween routers.

CAM Content-addressable memory : an associative memory optimized for searching.

A CAM lookup searches all memory locations in parallel for the input value.

CAMs may be binary or ternary: a binary CAM matches every bit precisely,

whereas a ternary CAM (TCAM) allows “don’t-care” bits that match any value.

CISC Complex instruction set computer : a computer in which a single instruction

executes multiple simple operations. The Intel x86 architecture is an example
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CISC architecture: the ADD instruction loads a value from memory and then

adds it to a register or constant. See also RISC.

CPU Central processing unit : the component inside a computer that executes the

instructions that compose programs. See also GPU and NPU.

DRAM Dynamic random-access memory or Dynamic RAM : random-access mem-

ory that requires periodic refreshing. DRAM has higher capacity and is simpler

than SRAM.

ECMP Equal-cost multipath routing : load-balancing of flows across multiple paths

of equal cost. See also uECMP.

ECN Explicit Congestion Notification: an extension of IP and TCP that allows

routers to indicate congestion within the network without dropping packets.

egress processing Match-action processing that occurs after buffering in the output

queues.

flow table A table that specifies a set of flows and the corresponding actions to apply

to matching packets. A single flow is specified as a set of header field values

to match. For example, an IP routing table specifies IP destination address

prefixes to match against.

FPGA Field programmable gate array : an integrated circuit in which the logic is

configured in the field.

FSM Finite-state machine: a machine with a finite set of states, with a set of tran-

sitions in response to stimuli defined for each state.

GPU Graphics Processing Unit : a processor designed for graphics processing. GPUs

usually contain multiple parallel processing pipelines, making them ideal for

stream processing—i.e., applying the same operation to a stream of data. See

also CPU and NPU.
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GRE Generic Routing Encapsulation: a protocol to encapsulate other protocols.

GUI Graphical user interface: a computer interface that allows users to interact via

icons and images.

HTTP Hypertext Transfer Protocol : a protocol to transfer data between web browsers

and web servers on the Internet.

ICMP Internet Control Message Protocol : a protocol to transmit error and status

information between devices on the Internet.

IETF Internet Engineering Task Force: a standards setting organization responsible

for defining many Internet protocols.

ingress processing Match-action processing that occurs prior to buffering in the

output queues.

IP Internet Protocol : the primary protocol used for communicating data over the

Internet. IP encapsulates other protocols such as TCP, UDP, and ICMP.

IPv4 Version 4 of the Internet Protocol (IP).

IPv6 Version 6 of the Internet Protocol (IP).

L2 Layer 2 in the OSI network model [59]—e.g., Ethernet.

L3 Layer 3 in the OSI network model [59]—e.g., IPv4 and IPv6.

L4 Layer 4 in the OSI network model [59]—e.g., TCP, UDP, and ICMP.

LAN Local area network : a computer network that spans a small geographic area.

LPM Longest prefix match: routing tables entries are specified as prefixes that match

a range of addresses; longest prefix match identifies the longest prefix that

matches a given address.

LSB Least significant bit : the bit position with the least value.
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MAC Media access control : provides addressing in layer 2. Ethernet MAC addresses

are 48 bits long.

match table See flow table

match-action A network device model consisting of one or more flow tables, with

each table containing a set of a match plus action entries. The match identifies

packets and the action specifies the processing to apply to matching packets.

metadata Data about the packet being processed—e.g., the source port, the desti-

nation port(s), the next table, and user-defined data passed between tables.

MMT Multiple match tables : a match-action model that contains multiple tables.

The supported protocols and the number, size, and arrangement of tables are

typically fixed.

MPLS Multiprotocol Label Switching : forwarding that uses fixed-length labels in-

stead of IP addresses. Fixed-length label lookups are intended to be simpler

than longest-prefix match IP lookups.

MSB Most significant bit : the bit position with the greatest value.

NAT Network address translation: replacement of IP addresses within packets, of-

ten accompanied by TCP/UDP port replacement. Most home network routers

perform NAT to share a single IP address provided by the ISP between the

devices in the home.

NetFPGA A programmable hardware platform for network teaching and research.

The NetFPGA is a PCI or PCIe card that hosts an FPGA and multiple network

ports.

NPU Network processing unit : a processor optimized for network packet processing.

NPUs include functions to aid in tasks such as parsing, table lookup, pattern

matching, and packet modification. See also CPU and GPU.
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NVGRE Network Virtualization using Generic Routing Encapsulation: a GRE-

based encapsulation of Layer 2 packets for use in data center network virtu-

alization. The GRE header indicates the data center tenant, thereby enabling

application of tenant-specific policies.

OAM Operations, administration and management : a set of standards for monitor-

ing and detecting faults and performance problems.

ONF Open Networking Foundation: an industry consortium responsible for stan-

dardizing and promoting software-defined networking.

OpenFlow A standardized open protocol for programming the flow tables within

switches.

OSI network model A conceptual network model created by the Open Systems

Interconnection project and the Internation Organization for Standardization

(ISO). The model consists of seven layers; it starts with the physical layer and

ends with the application layer.

OTV Overlay transport virtualization: a protocol to tunnel Layer 2 data over Layer

3 networks, thereby enabling a Layer 2 network to span multiple data centers.

parse graph A directed acyclic graph that the headers and their permissible order-

ings within packets.

parser A component within a switch that identifies headers and extracts fields from

packets.

PBB Provider Backbone Bridge: a form of MAC-in-MAC or L2-in-L2 encapsulation.

PCI Peripheral Component Interconnect : a computer expansion bus for connecting

peripherals.

PCIe PCI Express or Peripheral Component Interconnect Express : a computer ex-

pansion bus for connection peripherals. PCIe is faster than and contains a

number of improvements over PCI.
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PoP Point of presence: a location within a service provider that houses routers and

provides network connectivity.

QoS Quality of service: mechanisms to provide “service quality” to network flows.

Examples of quality include guarantees on minimum bandwidth, maximum la-

tency, and delay jitter (end-to-end delay variance).

RAM Random access memory : data storage that allows access in random order.

RCP Rate Control Protocol : a protocol to minimize flow completion times. RCP

explicitly indicates the fair-share rate to end-hosts.

RISC Reduced instruction set computer : a computer with a simple, highly-optimized

instruction set in which each instruction executes only a single simple operation.

See also CISC.

RMT Reconfigurable match tables : a match-action model with the following proper-

ties: i) it contains a configurable number, size and arrangement of tables; ii) it

allows new protocols to be defined; and iii) it allows new actions to be defined.

RTT Round-trip time: the length of time for a packet to traverse a network and for

a reply to be received.

SDN Software-defined networking : the physical separation of the network control

plane from the forwarding plane, in which a control plane controls several de-

vices [88].

SerDes Serializer/Deserializer : logic blocks that translate a parallel data stream to

a high-speed serial stream and back again.

SMT Single match table: a match-action model that contains a single match table.

SRAM Static random-access memory or Static RAM : random-access memory that

does not require periodic refreshing. SRAM is generally faster than DRAM.
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STT Stateless transport tunnelling : an encapsulation protocol for network virtualiza-

tion. STT is designed to enable efficient processing in software-based switches

and to allow hardware-acceleration in the NIC.

table flow graph A graph that show the control flow between match tables.

TCAM Ternary content-addressable memory or Ternary CAM : a content-addressable

memory (CAM) that supports “don’t-care” bits that match any value.

TCP Transmission Control Protocol : a transport protocol for reliable end-to-end

communication between hosts.

ToR Top of rack : a switch located in an equipment rack that connects the computer

within the rack to the next level in the network hierarchy.

TSMC Taiwan Semiconductor Manufacturing Company : a semiconductor foundry

that fabricates chips for companies without fabrication facilities.

TTL Time to live: a mechanism to limit a packet’s lifetime within a network. TTL

is often implemented via a maximum hop count: the packet is dropped if the

packet exceeds the hop count.

UDP User Datagram Protocol : a transport protocol for unreliable datagram com-

munication between hosts.

uECMP Unequal-cost multipath routing : weighted load-balancing of flows across

multiple paths of unequal cost. See also ECMP.

URL Uniform resource locator : a string that specifies a resource on the internet,

such as http://www.w3.org/standards/. The string contains a description of

how to connect, where to connect, and what to request.

VLAN Virtual Local Area Network or Virtual LAN : an isolated network within a

local area network. The VLAN that a packet belongs to is indicated via a

VLAN header.

http://www.w3.org/standards/
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VLIW Very long instruction word : a computer architecture in which each instruc-

tion specifies multiple operations to apply in parallel.

VRF Virtual Routing and Forwarding : allows multiple routing tables to be hosted

within a single router. Properties of the packet—e.g., the source port, the MAC

address, or the VLAN tag—determine the routing table to use.

VXLAN Virtual Extensible Local Area Network or Virtual Extensible LAN : a UDP-

based encapsulation of Layer 2 packets for use in data center network virtual-

ization.

WAN Wide area network : a computer network that spans a wide geographic area.

WFQ Weighted fair queueing : a packet scheduling algorithm to provide weighted

fair-sharing of a link between multiple flows.
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