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Abstract

The function of a router is to switch arriving packets to their correct output

destination. A router is built to achieve a specified capacity (the sum of the rates

of its interfaces), and users expect a router to consistently achieve this capacity.

However, no commercial high-speed router can guarantee today that it will achieve

its full capacity for all arrival traffic patterns. This is due to the difficulty of scheduling

its switch fabric, and it will become even more difficult in the future as the number

of interfaces and the interface speeds increase.

In this thesis, we advocate the use of a load-balanced router, a router architecture

that is scalable and can guarantee a full capacity. A load-balanced router consists

of two stages. First, a load-balancing stage spreads arriving packets equally among

linecards. Then, a forwarding stage transfers packets from the linecards to their

final destination. A load-balanced router does not use any centralized scheduler.

Therefore, it can scale while providing the throughput guarantees needed by network

operators.

In this thesis, we first explain how to simplify the load-balanced router architec-

ture. While current routers commonly need switch fabrics with fast reconfiguration

times, we show how to implement the load-balancing and forwarding stages of a load-

balanced router using a single passive optical switch fabric with no reconfigurations.

We also prove that among all possible switch fabrics with no reconfigurations, a spe-

cific load-balanced switch fabric uniquely achieves the maximum possible guaranteed

capacity.

A problem with the load-balanced router is that different packets of the same

flow can take different paths, possibly leading to packet reordering. In this thesis,
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we introduce a simple distributed algorithm that can avoid packet reordering while

providing delay and capacity guarantees.

Finally, we present a practical switch fabric architecture that would enable load-

balanced routers to scale to higher numbers of interfaces, and we prove that this

architecture can adapt to arbitrary removals and additions of interfaces. We conclude

by showing that the load-balanced router can help provide the scalability and capacity

guarantees needed in the Internet.
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Chapter 1

Introduction

1.1 Background

The Internet consists of end-hosts interconnected by links and routers. Packets

sent by a source end-host transit through different links before arriving at their des-

tination end-host. Routers form the junction between links. The role of a router is

to switch each arriving packet from its input link to its output link. Therefore, a

router logically consists of two consecutive stages. First, a lookup stage determines

the appropriate output link of each packet based on the address of its destination.

Then, a switching stage transfers the packet from its input link to its output link.

This thesis focuses on the switching stage of high-capacity routers. Let a flow

be the set of all packets with the same input and output links. Today, in the most

common router architectures, packets from the same flow take the same path through

the router. However, these architectures typically have several problems: they require

a complex centralized scheduler; they do not provide the throughput guarantees that

network operators need to make efficient use of their expensive long-haul links; and

they are sensitive to single-point failures, because all packets from the same flow take

the same path. These considerations have led to a recent interest in introducing

parallelism inside routers, that is, in making the packets take different paths. Exam-

ples of multi-path routers include Parallel Packet Switch (PPS) routers [43, 45, 46],

Parallel Shared Memory (PSM) and Distributed Shared Memory (DSM) routers [47],

1



CHAPTER 1. INTRODUCTION 2

Memory-Space-Memory (MSM) routers [24, 25], buffered Clos networks [17, 23, 65],

and ring, torus, and hypercube interconnection networks [30, 31, 38, 69, 75, 76].

However, these multi-path routers commonly share the very same problems they

were supposed to solve in single-path routers. In particular, they either require com-

plex, centralized schedulers, or rely on simple distributed scheduling algorithms that

lack throughput guarantees. More recently, C.-S. Chang et al. introduced the Load-

Balanced Router architecture [20, 21]. This architecture is based on load-balancing

packets uniformly inside the router before forwarding them to their correct destina-

tion, an idea first introduced by Valiant et al. [83, 84]. As developed later in the

Introduction, C.-S. Chang et al. show that a load-balanced router does not require

any scheduler and that it can guarantee 100% throughput for a broad class of traffic.

Therefore, the load-balanced router is not subject to the two main problems commonly

present in former architectures: centralized scheduling and the lack of throughput

guarantees needed by network operators. This makes the load-balanced router an

appealing architecture to study. However, as detailed later, the load-balanced router

suffers from several problems, such as packet reordering and the need for frequent

switch fabric reconfigurations. In this thesis we will show how to solve these problems

and demonstrate that the load-balanced router can help improve router performance.

The remainder of the introduction expands on the load-balanced router. Sec-

tion 1.2 first introduces the basic load-balancer router architecture and its main prop-

erties. Section 1.3 then presents several problems associated with this architecture.

These problems prevent the implementation of the basic load-balanced router archi-

tecture in high-speed routers. This thesis provides solutions to these problems and

explains how a load-balanced router can be practically implemented, as outlined in

Section 1.4.
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Figure 1.1: Basic load-balanced router.

1.2 The Load-Balanced Router

1.2.1 Assumptions

Throughout this thesis, we assume for simplicity that all incoming variable-size

packets are segmented into fixed-size packets, or simply packets, and reassembled when

leaving the router. We say that links are connected to routers through linecards, and

denote by N the number of input (and output) linecards. We also assume that all

linecards have the same line rate and that time is slotted, so that at most one packet

can arrive at any input port and at most one packet can depart from any output port

in each time-slot. Finally, we assume that initially there is no packet in the router.

1.2.2 Basic Load-Balanced Router Architecture

A basic load-balanced router is shown in Figure 1.1. It consists of a single stage of

N buffers, sandwiched by two identical stages of switching. Each buffer is partitioned

into N separate FIFO (First-In-First-Out) queues, one per output (hence we call

them virtual output queues, VOQs). Each of the two switching stages goes through

the same pre-determined cyclic shift configuration. That is, at time t, input i of

each switching stage is connected to output [(i + t − 1) mod N ] + 1. Therefore, the

configuration is a cyclic shift, and each input is connected to each output exactly
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1
N

-th of the time, regardless of the arriving traffic. We will call each switching stage

a fixed, equal-rate switch.

Although they are identical, it helps to think of the two stages as performing

different functions. The first stage is a load-balancer that spreads traffic over all the

VOQs. The second stage is an input-queued crossbar switch in which each VOQ is

served at a fixed rate. When a packet arrives at the first stage, it is immediately

transferred to an intermediate input, which depends on the current configuration of

the load-balancer. In the intermediate input, the packet is stored in a VOQ according

to its eventual output. Sometime later the VOQ will be served by the second fixed,

equal-rate switch. The packet will then be transferred across the second switch to its

output, from where it will depart the system.

At first glance, it is not obvious how the load-balanced router can make any

throughput guarantees; after all, the sequence of switch configurations is predeter-

mined, regardless of the state of the VOQs or the traffic rates. In a conventional

single-stage crossbar switch, throughput guarantees are only possible if a scheduler

configures the switch based on a knowledge of the states of all the VOQs or of all

the traffic rates. However, C.-S. Chang et al. prove in [20] that the load-balanced

router, without any scheduler, will still be able to provide 100% throughput for a

broad class of arrival traffic. This is an important theorem for the understanding

of the load-balanced router, and thus we choose to reproduce it here. But first, we

introduce the definitions needed to present the theorem.

1.2.3 Definitions

Let a = {a(t), t ≥ 1} be the sequence of traffic arrivals at the first switching

stage, b = {b(t), t ≥ 1} the sequence of traffic departures from the first switching

stage (and arrivals at the buffering stage), q = {q(t), t ≥ 1} the sequence of queue

lengths, and P = {P (t), t ≥ 1} the sequence of switch permutation matrices. P

defines the connections between the inputs (rows) and the outputs (columns) of the

first switching stage. As defined above, at time t, input i of each switching stage is

connected to output [(i + t − 1) mod N ] + 1. Therefore, P is periodic, and P (t) is
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the [t mod N ]-th diagonal matrix. For instance, P (0) = P (N) = P (2N) = ... = Id,

the identity matrix. In addition, we have b = P · a.

For each sequence a, let θs(a) = {a(t+s), t ≥ 1} represent the time-shifted version

of a.

Stationary process: A stochastic process a is said to be stationary if it has the

same joint distribution as its time-shifted version; i.e., for any time-shift s and any

set A,

Pr(a ∈ A) = Pr(θs(a) ∈ A).

In other words, a is stationary if all its statistical properties are invariant with respect

to time-shifts.

Ergodic process: A stationary process a is said to be ergodic if for all sets A, B,

lim
t→∞

1

t

t∑
s=1

Pr(θs(a) ∈ A, a ∈ B) = Pr(a ∈ A)Pr(a ∈ B).

Intuitively, a is ergodic if it tends in probability to a limiting form that is independent

of the initial conditions. In addition, for a stationary ergodic sequence a, time-

averages are equal to ensemble-averages [40]; that is,

lim
t→∞

1

t

t∑
s=1

a(s) = Ea(1), a.s.

Weakly mixing process: A stationary process a is said to be weakly mixing if

for all sets A, B,

lim
t→∞

1

t

t∑
s=1

|Pr(θs(a) ∈ A, a ∈ B)− Pr(a ∈ A)Pr(a ∈ B)| = 0.

Weak mixing is a measure of how fast the past loses influence over the future. Weak

mixing implies ergodicity, and therefore is a stronger property. Most Internet traffic

models are stationary and weakly mixing, and therefore also ergodic. Since station-

arity of traffic models is often implied by the constancy of the traffic generator, we

illustrate the weak mixing property of Internet traffic models. Bernoulli traffic is
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weakly mixing because successive events are independent. On/off Markov bursty

traffic is weakly mixing because the influence of the past on the future decreases ge-

ometrically. Fractional Gaussian noise, a model for self-similar traffic, is also weakly

mixing [62, 86]. However, periodic traffic is not weakly mixing because the influence

of the past does not decrease over time.

Admissible mean rate: Let r = Ea(1) be the mean rate matrix of a stationary

ergodic arrival process a. rij represents the mean arrival rate for packets going from

input i to output j. Then r is admissible if for all j,

N∑
i=1

rij < 1,

and for all i,
N∑

j=1

rij < 1.

100% throughput: A switch has 100% throughput for a given class of arrival

traffic if for any arrival process with admissible mean rate, q(t) is upper-bounded by

a random matrix that converges in distribution.

Such a property implies that for any arbitrarily small probability ε > 0, there is

a corresponding queue size such that after some time-slot, the probability that q will

exceed this queue size is bounded by ε. When q is ergodic, this also implies that the

workload will exceed this queue size at most a fraction ε of the time.

Work-conserving system: A queueing system is work-conserving if and only if

it is non-idling when there are customers in the queue.

1.2.4 100% Throughput Guarantee of a Basic Load-Balanced

Router

We will now give an intuitive explanation why a basic load-balanced router guar-

antees 100% throughput for a broad class of arrival traffic. Consider a single fixed,

equal-rate crossbar switch, in which each VOQ is served 1
N

-th of the time. Suppose

that the arrival traffic is uniform; that is, packets arriving at a switch are equally
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likely to be destined to any of the N outputs. If the arrival traffic is admissible, then

the arrival rate to each input is less than 1, and therefore the arrival rate to each

VOQ is less than its service rate 1
N

. For stationary and ergodic arrivals and services,

this implies that the single fixed, equal-rate switch has 100% throughput for uniform

arrival traffic [7, 18, 59].

Of course, real network traffic is not uniform. But an extra load-balancing stage

can spread out non-uniform traffic, making it sufficiently uniform to achieve 100%

throughput. This is the basic idea of the two-stage load-balanced router. A load-

balancing device spreads packets evenly to all the inputs of a second, fixed, equal-rate

switch. We will now prove the following theorem:

Theorem 1 A basic load-balanced router guarantees 100% throughput for any sta-

tionary and weakly mixing arrival traffic with admissible mean rate.

Proof: The proof follows the proof in [20], but with a few changes. In [20], the

authors assume that the two crossbars cycle through the same set of N permutations

in the same order, but the cycles of the two crossbars are randomly out-of-phase. In

particular, the states at time t = 0 of both crossbars are chosen independently at

random among the N possible permutations. For practical purposes, we assume in

this thesis that at each time-slot the two crossbars use the same permutation, and that

the initial permutation at t = 0 is fixed. However, such an assumption implies that the

sequence P is not stationary and ergodic, since P (0) is fixed. This property is needed

in the proof. Therefore, without loss of generality, we (theoretically) re-assign the

start of time in the router uniformly at random among time-slots {−N, ...,−1}. As

a consequence, the state of the first permutation P (0) is chosen uniformly at random

among the N possible values, and we can verify that P is stationary and ergodic.

This change of time definition does not affect the arrivals, which are stationary and

independent of P . The expected value of P (t) is EP (t) = 1
N

e, where e is the N ×N

matrix with all 1’s.

Let r be the admissible mean rate of a. Since b = P ·a, and a and P are stationary
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and independent, b is stationary with average rate

Eb(t) = EP (t) · Ea(t) =
1

N
e · r.

In addition, a is weakly mixing and P is ergodic, therefore b is ergodic (Theorem 2.6.1

in [68]). Using the fact that b and P are stationary and ergodic, we get:

lim
t→∞

1

t

t∑
s=1

(b(s)− P (s)) = Eb(t)− EP (t) =
1

N
e · r − 1

N
e < 0, a.s.

As proved by Loynes [7, 18, 59], if arrivals and services of a work-conserving

switch are stationary and ergodic, and at any time the expected number of arrivals

is less than the expected number of services, then the switch has 100% throughput.

Consider the VOQ of intermediate input i containing all packets destined to output

j. This VOQ is serviced exactly every N time-slots as long as it is non-empty. We

can consider this VOQ every N time-slots, and define the sampled state of the VOQ

as the sampled VOQ. At every sample, the sampled VOQ is serviced as long as it

is non-empty. Therefore, the sampled VOQ is work-conserving. In addition, b and

P are stationary and ergodic, and Eb(t) − EP (t) < 0. Therefore, the arrivals and

services to the sampled VOQ are stationary and ergodic, and the expected number

of arrivals is less than the expected number of services. Using the above result by

Loynes, we conclude that the switch has 100% throughput.

1.2.5 Advantages of a Basic Load-Balanced Router

In addition to the 100% throughput property presented above, a basic load-

balanced router has several other appealing properties when compared with tradi-

tional centralized-scheduler architectures. These properties involve all the main router

elements: scheduling, control, switch fabric and linecards.

First, a basic load-balanced router uses no centralized scheduler. This is unlike

the most common current router architectures, which use a centralized arbiter that

computes a match between the inputs and the outputs for each time-slot [2, 3, 28,
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58, 60, 61, 80]. Indeed, a basic load-balanced router does not need any scheduling,

since the sequence of crossbar permutations is predetermined.

Second, since there is no centralized scheduler, a basic load-balanced router does

not need any back-and-forth exchange of VOQ-state and scheduling-decision infor-

mation between the linecards and a centralized scheduler. This simplifies the switch

control. It also removes the loss of bandwidth due to the exchange of information.

Third, a basic load-balanced router simplifies the switch fabric. It uses only N

states for the switch fabric out of the possible N ! states. The state sequence is

predetermined, and not computed at each time slot.

Finally, a basic load-balanced router simplifies the linecards, and especially the

buffering stage. It only uses one stage of buffering, while typical centralized-scheduler

switches run the switch fabric faster than the line rate and require two stages of buffer-

ing (at the inputs and at the outputs). A basic load-balanced router also typically

requires less buffering per linecard because it spreads long bursts across the interme-

diate inputs, as shown in [20].

All these properties suggest that it might be possible to scale a basic load-balanced

router more easily than traditional architectures. The remainder of this thesis consists

in solving problems that might occur with the basic load-balanced router architecture

and prevent it from being implemented in high-speed routers.

1.3 Motivation of the Thesis

1.3.1 Optical Switch Fabric

The use of optics in the switch fabric is often desired to scale routers to higher

speeds and consume less power than electronic interconnects. However, because of

the switch fabric reconfigurations, two factors prevent the use of high-capacity optical

switch fabrics in the basic load-balanced router. First, high-capacity optical switch

fabrics often have slow reconfiguration times. For instance, MEMS-switch reconfigu-

ration times are in tens of milliseconds [66, 72]. However, with 64-byte packets and

speeds of 40-160 Gbps, a reconfiguration time of a few nanoseconds is needed. In
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Figure 1.2: Example of reordering in the basic load-balanced router.

addition, tunable optical devices are often significantly more expensive than fixed

devices. Consequently, our objective is to find a mechanism that allows for the use

of optics in a load-balanced router without any need for reconfiguration.

1.3.2 Packet Reordering

Another problem in the load-balanced router is that packets can be reordered.

This is because the load-balancer spreads packets without regard to their final des-

tination or to when they will depart from the VOQs. Figure 1.2 illustrates how two

packets arriving back to back at the same input, and destined to the same output,

are spread to different intermediate linecards. These two packets, numbered 1 and 2,

are successively sent to the first two intermediate linecards. Since the intermediate

linecard of packet 1 has a higher VOQ occupancy than the intermediate linecard of

packet 2, packet 1 will leave the router after packet 2. Therefore, the two packets

leave the router out-of-order.

While reordering packets is allowed (and is common [10, 49]) in the Internet,1

network operators generally insist that routers do not reorder packets belonging to

the same application flow. In addition, in its current version, TCP does not perform

1Internet RFC 1812 “Requirements for IP Version 4 Routers” [8] does not forbid packet reorder-
ing.
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well when packets arrive at the destination out of order. Such packets can be perceived

as loss indicators and might trigger unnecessary retransmissions, thus reducing the

throughput provided to the application [13].

1.3.3 Pathological Traffic Patterns

Even though the load-balanced router guarantees 100% throughput for a large

class of traffic patterns, it is still vulnerable to some pathological traffic patterns. For

instance, if at each time-slot t a packet arrives at input [t mod N ]+1 and is destined

to output 1, it will always be placed in the same first VOQ of the first intermediate

linecard. Consequently, the traffic arriving at the forwarding stage is clearly non

uniform, and its throughput is only 1
N

. This example illustrates how pathological pe-

riodic traffic patterns prevent a basic load-balanced router from providing significant

throughput guarantees.

1.3.4 Missing Linecards

A final problem with the predetermined configuration of a basic load-balanced

router is that the router does not work properly when a linecard is missing. This sit-

uation might happen if the operator wants to slowly build up the number of linecards

instead of installing all the linecards at once. It might also occur if a linecard fails or

if linecards are removed in order to connect some lines to a different router.

The basic load-balanced router architecture assumes that any input linecard

equally load-balances its traffic across all intermediate linecards. However, if an

intermediate linecard is missing, packets going through this linecard will be lost.

Therefore, a missing intermediate linecard will prevent the load-balanced router from

working as expected.

We have seen how many problems in a basic load-balanced router architecture

prevent its implementation in high-speed routers. This thesis provides solutions for

these problems, as outlined in Section 1.4.
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1.4 Outline of the Thesis

This thesis explains how a load-balanced router architecture can be used to de-

sign and implement high-speed routers. The following chapters model and solve the

problems described above.

Chapter 2 shows how to use optics in the switch fabric. It proposes an imple-

mentation of the load-balanced router based on meshes, and explains why this im-

plementation involves no reconfiguration. It also presents a simple implementation

based on a passive AWGR (Arrayed Waveguide Grating Router) optical device. Fi-

nally, it proves that among all possible switch fabrics with no reconfigurations, a

specific load-balanced switch fabric uniquely achieves the maximum possible guaran-

teed throughput.

Chapter 3 then shows how a novel algorithm can avoid both the packet reordering

and the pathological traffic pattern problems. It shows that this algorithm keeps

packets in order, is practical to implement, and prevents pathological traffic pat-

terns. It also proves that for any arbitrary adversarial traffic, this algorithm keeps

the average packet delay through the switch within a constant from that of an ideal

(output-queued) switch.

In Chapter 4, we explain why the usual implementations of the load-balanced

router do not adapt easily to larger port counts and to linecard failures. This leads

me to introduce an architecture based on MEMS (MicroElectroMechanical Systems).

This architecture provides a practical implementation that could be chosen to build

a high-speed router. We then further study the practicality and reliability of this

implementation and solve two related problems: how to arrange the MEMS switches

and how to find a correct linecard schedule upon linecard failure or addition.

I conclude this thesis in Chapter 5 by explaining how a load-balanced router helps

scale the size and capacity of routers while providing a 100% throughput guarantee.

The appendices contain many of the proofs of statements made in the thesis.



Chapter 2

Mesh Model

The Introduction described the load-balanced router, a new architecture that re-

quires no centralized scheduler and yet guarantees 100% throughput under a broad

class of traffic patterns. In this chapter, we will present how the load-balanced router

can be practically implemented using an optical switch fabric with no reconfigura-

tion. In particular, we will show that it can be implemented using a fixed mesh of

optical fibers. Then, we will prove that a specific mesh architecture achieves the

best throughput among all possible fixed architectures, and can only achieve this

throughput by using load-balancing.

2.1 From Crossbar to Mesh

2.1.1 Mesh Architecture

The load-balanced router architecture relies on two fixed, equal-rate switches. Each

of these switches connects any input to any output exactly 1
N

-th of the time, regard-

less of the arriving traffic. We saw in the Introduction that these fixed, equal-rate

switches could be implemented using two N ×N switch fabrics that are reconfigured

at every time-slot. However, if we were to use an optical switch fabric, this constraint

would hinder our ability to scale to higher speeds. For instance, MEMS-switch re-

configuration times are in tens of milliseconds [66, 72], while we would need reconfig-

uration times of a few nanoseconds. In addition, a system with no reconfigurations

13
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Figure 2.1: Load-balanced router architecture based on a double mesh.

is obviously simpler and more reliable than a system with frequent reconfigurations.

Therefore, we would like to replace this fixed, equal-rate switch with a fixed system

that does not need any reconfigurations. This is realized with a fixed mesh of optical

channels.

A first observation is that we can replace each fixed equal-rate switch with N2 fixed

channels at rate R/N , as illustrated in Figure 2.1. Hence, each switch is replaced by

a uniform mesh. The rates provided between any switch input and any switch output

will stay the same. Therefore, the switch is still a fixed, equal-rate switch.

A second observation is that we can replace the two meshes with a single mesh

running twice as fast, as shown in Figure 2.2(a). This is possible because in a physical

implementation, a linecard contains an input, an intermediate input and an output.

Every packet traverses the mesh twice, each time at rate R/N ; therefore, the total

channel rate is 2R/N . After a packet crosses the switch the first time, it is stored in

an intermediate linecard; from there, it crosses the switch again to reach the output

linecard.1

A third observation is that a uniform mesh with optical channels can be replaced

1Chapter 4 discusses how to provide more scalability and flexibility by extending this architecture.
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Figure 2.2: Load-balanced router architecture based on (a) a single mesh, and (b) an
AWGR.

by an Arrayed Waveguide Grating Router (AWGR), as represented in Figure 2.2(b).

Input i transmits N distinct channels on its outgoing fiber. Each different channel

λi
w is transmitted at rate 2R/N on a specific wavelength λw. The AWGR, a passive

optical device, shuffles the channels such that each channel of a given input is destined

to a different output. As a result, the system behaves as a single mesh — indeed, it

is a mesh, but based on an AWGR instead of the more conventional N2 fibers. Its

main advantage is the reduction in the number of fibers needed from N2 to 2N .

2.1.2 Uniform Multiplexing

How is it that we can implement the load-balanced router equivalently using a

crossbar, a mesh or an AWGR? Are there any other equivalent architectures?

Actually, the load-balanced router architecture only assumes that the switch fabric

is able to spread arriving traffic uniformly across the N outputs, and each output is

able to receive traffic uniformly from the N inputs. This simply is a uniform multiplex-

ing (and demultiplexing), a process well-known in the literature. As a consequence,
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the uniform multiplexing of arriving traffic could be realized by Time Division Mul-

tiplexing (crossbar), Space Division Multiplexing (mesh), Wavelength Division Mul-

tiplexing (AWGR), and so on, as well as a combination of these methods. Similarly,

any other architecture would be sufficient, as long as it can uniformly multiplex and

demultiplex traffic.

2.2 The Optimal Mesh

2.2.1 Motivation

Perhaps the most interesting characteristic of the load-balanced router is that it

provably achieves 50% throughput with a single switch fabric (and therefore achieves

100% throughput with two switch fabrics, or at a speedup of two) for a broad class

of arrival traffic.

However, it is not obvious why the switch needs to have a fixed, equal rate, i.e.,

why the mesh needs to be uniform. Do all links need to have a capacity of R/N?

How would the throughput change if the mesh was not uniform? What arrangement

of link capacities maximizes the throughput? If linecards were instead interconnected

using a ring, a torus or a hypercube, would throughput be higher?

To make the comparison, we will consider a load-balanced switch with arbitrary

link capacities and an arbitrary load-balancing policy. We will allow packets to take

any path through this switch, using any number of hops. We will only require that

this switch does not use any speed-up, and that each packet goes at least once through

the switch. Then, we will determine the architecture that has the highest guaranteed

throughput.

We will now first define the problem and provide some examples. Then, we will

prove that a given biased mesh reaches the maximum throughput and is unique in

doing so. Finally, we will provide some intuition on the results.
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2.2.2 Problem Formulation

Notations and Assumptions

We define a doubly stochastic matrix to be a non-negative square matrix with

all row and column sums equal to 1. Similarly, we define an admissible (or doubly

sub-stochastic) matrix to be a non-negative square matrix with all row and column

sums upper-bounded by 1. Finally, we define the time unit such that each node can

send and receive at most one bit per second (if the maximum node speed is R, scale

the time unit by a factor 1
R
).

A link of fixed capacity Cij connects node i to node j, where 1 ≤ i, j ≤ N .

The matrix C = [Cij]1≤i,j≤N is the capacity matrix, and any node l can send up

to
∑N

j=1 Clj (and likewise receive at most
∑N

i=1 Cil) bits per time unit to and from

the N nodes (including itself). Since every node l can send and receive at most

one bit per time unit,
∑N

i=1 Cil ≤ 1 and
∑N

j=1 Clj ≤ 1; therefore, the matrix C is

admissible. The capacity matrix C defines the architecture; for example, the uniform

mesh architecture (in which nodes are connected to each other with equal-capacity

links), corresponds to the uniform matrix C where Cij = 1/N. Similarly, a ring could

be defined by Cij = 1{j=i+1 mod N}.

Denote by T the arrival traffic rate matrix, with Tij being the arrival rate at

node i of packets destined for node j. We will assume that T is admissible, since

it cannot be supported otherwise. Suppose we want to load-balance these packets

across multiple paths, each path having an arbitrary number of hops. If P (i, j) is the

set of paths between nodes i and j, then any path p ∈ P (i, j) can be represented as

(i → node1 → node2 → . . . → j). Let T p
ij be the rate of the flow carried by p. If the

arrival traffic rate matrix T is feasible (i.e., the network has 100% throughput for T ),

it is possible to decompose T into several paths p, and therefore for all i, j,

Tij =
∑

p∈P (i,j)

T p
ij. (2.1)
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Similarly, we will define the effective load matrix L using for all i, j:

Lij =
∑

{p:(i→j)∈p}

T p
ij. (2.2)

The effective load of a link is the sum of the loads of the paths sharing the link. A

solution is feasible if and only if we can find a decomposition of T such that L ≤ C,

i.e., no link is over-booked.

Problem Intuition

Suppose that N = 2 and that we use a uniform mesh architecture, with capacity

matrix

C =

(
0.5 0.5

0.5 0.5

)
.

We will use this example to gain some intuition about the throughput of intercon-

nection networks.

If the arrival rate matrix is

T1 =

(
0.9 0

0 0

)

then we cannot send traffic at rate 0.9 on the path 1 → 1, because the capacity is

limited by C11 = 0.5. Therefore, we need to load-balance the traffic by using the spare

capacity of other links. We will send 0.5 on the direct path 1 → 1, and the remaining

0.4 on the alternative path 1 → 2 → 1. The resulting load matrix is

L1 =

(
0.5 0.4

0.4 0

)
,

and L1 ≤ C. Clearly, the direct path is not always sufficient to carry the required rate

matrix, but in this case it is possible to use a load-balanced path in order to carry it.

Not all rate matrices are feasible, i.e., the throughput is not always 100%. Consider
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the arrival rate matrix

T2 =

(
0.9 0

0 0.9

)
.

Sending 0.5 on 1 → 1, 0.4 on 1 → 2 → 1, 0.5 on 2 → 2 and 0.4 on 2 → 1 → 2, the

load matrix is

L2 =

(
0.5 0.8

0.8 0.5

)
,

and so L2 6≤ C. In this particular case, we need to scale down T2 to(
0.75 0

0 0.75

)

for the solution to be feasible.

Finally, load-balancing does not always help, particularly in small matrices when

there are not many paths to divert traffic away from congested links. And it is always

useless to divert traffic to oneself. For example, consider the rate matrix

T3 =

(
0 0.5 + ε

0.5 0

)
,

where ε > 0. Sending traffic on the path 1 → 1 → 2 does not divert traffic from

the congested link 1 → 2; therefore, T3 is not feasible. This teaches us that when

sending traffic from node i to node j 6= i, it is clearly useless to use the link i → i,

because traffic is transferred across the network with no benefit. By comparing T1,

T2 and T3, this example also shows that finding the maximum throughput of a given

rate matrix is not straightforward, even when N = 2. Moreover, since the number of

cases to consider increases with N , such a problem is increasingly difficult to solve as

N grows.

Problem Definition

Our objective is to find the load-balanced network with the largest throughput

guarantee. In other words, we want to find a network with a guaranteed throughput



CHAPTER 2. MESH MODEL 20

θ∗, where θ∗ satisfies two properties. First, given any admissible arrival traffic, the

network guarantees a throughput θ∗, i.e., it will switch a fraction θ∗ of the traffic for

any input-output flow. And second, no other network can have a better guaranteed

throughput than θ∗. We will define the problem by decomposing it into three suc-

cessive optimization problems. First, we will find the throughput for a given network

and a given rate matrix. Then, we will obtain the worst-case throughput of a network,

which can be achieved for any rate matrix. Finally, we will provide θ∗, which is the

best guaranteed throughput among all networks.

In the first optimization, we want to find the maximum throughput for a given

network and a given rate matrix. In other words, given capacity matrix C and rate

matrix T , we want to find the best possible throughput θ(C, T ), such that the scaled-

down rate demand matrix θ(C, T )× T is feasible. Put mathematically,

θ(C, T ) ≡ max
θ

(θ), subject to:

(i)
∑P (i,j)

p=1 T p
ij = θ × Tij ∀i, j

(ii) L(i, j) ≡
∑

{p:(i→j)∈p} T p
ij ≤ Cij ∀i, j

(iii) T p
ij ≥ 0 ∀i, j, p

In words, the throughput θ(C, T ) is the maximum of the set of throughputs θ that

satisfy three feasibility conditions. First, the arriving traffic is a scaled-down version

of T by a factor θ, such that it can be decomposed into several paths p. The second

condition is that the sum of the loads of the paths must be less than C, i.e., that

the load matrix is feasible. The last condition is that the rate on each path must be

nonnegative.

The second optimization finds the guaranteed maximum throughput θ(C) for the

network. This is the throughput that is achievable by any rate matrix in the network,

and, therefore,

θ(C) ≡ min
T admissible

(θ(C, T )). (2.3)

Finally, we find the maximum possible guaranteed throughput for any network,
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yielding a guaranteed throughput θ∗, where

θ∗ ≡ max
C admissible

(θ(C)). (2.4)

2.2.3 Examples of Guaranteed Throughput

Guaranteed Throughput of the Uniform Mesh

The uniform mesh is an architecture in which all links have the same capacity,

i.e., Cij = 1/N for all i, j. We will show that the maximum guaranteed throughput

of the uniform mesh is 50%.

We saw already in the Introduction why the uniform mesh guarantees at least 50%

throughput, although the proof was based on slightly different assumptions. In short,

each packet goes through both the load-balancing stage and the forwarding stage, and

therefore through two hops. Consequently, the link between node i and node j can

receive load in two possible ways. Either node i is sending traffic to some node k and

spreads it using the intermediate node j, or some node l sends traffic to node j and

spreads it using the intermediate node i. Mathematically, Lij =
∑

k Tik +
∑

l Tlj ≤ 2

with an admissible T . Therefore, θ(C) ≥ 50%.

The following example shows that it is not possible to do better using a different

load-balanced routing algorithm.

Assume that

T =



0 x 0 . . . 0

0 0 x
. . .

...
...

. . . . . . 0

0 0 x

x 0 . . . 0 0


,

where x ≥ 1/2. A node i can send at most Ci(i+1 mod N) = 1/N amount of traffic

directly.2 It also needs to send the remaining x − 1/N amount of traffic to load-

balanced paths, with each of these paths using at least two links. Hence, the total

traffic load contributed by each node to the system is at least (1/N) + 2(x − 1/N),

2The modulo function takes values in {1, ..., N} when nodes are numbered {1, ..., N}.
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which implies that the total traffic load contributed by the N nodes is N(1/N +

2(x − 1/N)) = 2Nx − 1. As we saw earlier, diagonal elements do not help load-

balancing, and with this rate matrix they are also useless for direct paths. Hence,

the total useful traffic capacity is the sum of all non-diagonal elements of C, i.e.,

N · (1 − 1/N) = N − 1. For the solution to be feasible, we need 2Nx − 1 ≤ N − 1,

which translates into x ≤ 1/2. And so there exists a traffic rate matrix that is only

feasible with a throughput of at most 50%. This implies θ(C) ≤ 50%. Since we found

that the two-hop algorithm provides a throughput of 50%, it follows that

θ(C) = 50%. (2.5)

Further, it is not possible to improve on the two-hop algorithm.

Guaranteed Throughput of a Ring

As a second example, consider a network in which the nodes are connected in a

uni-directional ring, i.e., node i is connected to node (i + 1) mod N . Recall that we

assumed that each packet needs to go at least once through the network. In the worst

case, T is the identity matrix so that nodes only send traffic to themselves through

the ring. Therefore, all packets cross N links, and the throughput θ(Cring, T ) is equal

to 1/N . This T is the worst case, since packets do not need to use more than N links

to reach their destination. Therefore,

θ(Cring) = 1/N, (2.6)

which — as expected — is much lower than for the uniform mesh.

Guaranteed Throughput of a Permutation Matrix

The ring is a special case of a permutation matrix σ of the set {1, ..., N}, where

σ is the capacity matrix of a network. The matrix σ can be represented as a 0 − 1

matrix with exactly one 1 in each row and column; i.e., σij = 1 if σ(i) = j, and
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σij = 0 otherwise. Since σ is a permutation, it can be decomposed as a product of

disjoint cycles (the decomposition is unique up to the order of the cycles).

If σ can be written as a single cycle of length N , we can assume without loss of

generality that σ(1) = 2, σ(2) = 3,..., σ(N) = 1, and so σ is the capacity matrix of a

ring, with θ(σ) = 1/N .

Alternatively, if σ can be written as the product of two or more cycles, then there

are two nodes i and j such that node i is in the first cycle and node j is in the second

one. It is then impossible to reach node j from node i (the capacity graph is not

connected), hence the throughput for any matrix T such that Tij = 1 is zero, and

θ(σ) = 0.

This example illustrates that the throughput of a capacity matrix is sensitive to

its coefficients; and that the throughput of a disconnected graph is zero.

2.2.4 Properties of the Guaranteed Throughput

In the above examples, we computed the throughputs of several capacity matrices,

but found that it is not straightforward in general to compute throughput directly.

Since we want to find the capacity matrix with the largest guaranteed throughput,

we will use general properties of the throughput function. We will start by showing

that it is concave in C, scales linearly, and is strictly increasing.

Concavity

First, we show that throughput is concave in C. Assume that two capacity

matrices C1 and C2 achieve throughputs of θ(C1, T ) and θ(C2, T ) for a rate ma-

trix T . Then, applying the definition of throughput, for any λ ∈ [0, 1], the matrix

C = λC1+(1−λ)C2 will achieve a throughput of θ(C, T ) ≥ λθ(C1, T )+(1−λ)θ(C2, T ).

This can be seen by using the paths from C1 for a fraction λ of the traffic,

and the paths from C2 for a fraction 1 − λ. As a consequence, we also have

θ(C) ≥ λθ(C1) + (1− λ)θ(C2). This leads to the following proposition.

Proposition 2 The guaranteed throughput function θ(C) is concave in C.
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Linear Scaling

Given any positive λ, we can find a feasible rate allocation for λC from the rate

allocation for C (and vice versa) by scaling the rate assigned to each path by a factor

λ (respectively by 1
λ
). Therefore, we get the following proposition:

Proposition 3 The guaranteed throughput function θ is linear with respect to scaling,

i.e.,

θ(λ · C) = λ · θ(C).

Strictly Increasing

Clearly θ is a non-decreasing function in the space of admissible capacity matrices.

In other words, having more capacity cannot decrease the throughput. If C and D are

two admissible capacity matrices, where C ≤ D (i.e., for all i, j, Cij ≤ Dij, defining

a partial order relation), then from the definition of θ: θ(C) ≤ θ(D).

Now, if D > C, there exists ε such that

D ≥ C + εCuniform,

where Cuniform is the capacity matrix of the uniform mesh. Hence

θ(D)
(a)

≥ θ((1 + ε)(
1

1 + ε
C +

ε

1 + ε
Cuniform))

(b)
= (1 + ε)× θ(

1

1 + ε
C +

ε

1 + ε
Cuniform))

(c)

≥ (1 + ε)(
1

1 + ε
θ(C) +

ε

1 + ε
θ(Cuniform))

(d)
= (1 + ε)(

1

1 + ε
θ(C) +

ε

1 + ε

1

2
))

> θ(C),

where (a) uses the fact that θ is non-decreasing, (b) uses the equality θ(λ·C) = λθ(C),

(c) uses the concavity of θ and (d) uses the value of θ(Cuniform). Therefore, we obtain:
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Proposition 4 The guaranteed throughput function θ is strictly increasing, i.e., if

C < D then θ(C) < θ(D).

2.2.5 The Biased Mesh

Definition

We have already seen that the uniform mesh has a throughput of 50%, even

though a node potentially spreads traffic over the useless links to itself. We can

therefore expect a modified mesh — i.e., a mesh that does not spread traffic to itself

— to have higher throughput. This is indeed the case; in fact, it is the network with

the highest guaranteed throughput.

In this modified mesh, a link from a node to itself is only used to send traffic

directly, and not for spreading. However, a link from a node to another one is used

for sending traffic directly as well as for spreading. Therefore, intuitively, a link from

a node to another one should have twice as much capacity as a link from a node to

itself, because it will be used for two functions instead of one. We will call such a

modified mesh the biased mesh. Its capacity matrix Ĉ is given by

Ĉ =



c 2c . . . . . . 2c

2c c
. . .

...
...

. . . . . . . . .
...

...
. . . c 2c

2c . . . . . . 2c c


,

where c = 1/(2N − 1).

In the remainder (Propositions 6, 7 and 8), we will show that Ĉ uniquely achieves

the highest guaranteed throughput, using three consecutive steps. First, we will show

that Ĉ achieves a throughput of N/(2N − 1). Then, we will prove that this is the

largest achievable throughput for any network. Finally, we will demonstrate that the

biased mesh is the only network to achieve this throughput.
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Guaranteed Throughput of the Biased Mesh

Our first objective is to show that the guaranteed throughput of the biased mesh

with the capacity matrix Ĉ is at least N/(2N − 1). Using the definition of the

guaranteed throughput, we need to consider all admissible rate matrices T . The

following proposition significantly restricts the number of rate matrices T we need to

consider.

Proposition 5 The guaranteed throughput θ(C) defined in (2.3) can be found by

considering the set of permutation matrices, i.e.,

θ(C) = min
T permutation

(θ(C, T )). (2.7)

Proof: For any admissible matrix T , there is at least one doubly stochastic

matrix T such that T ≤ T [19, 85]. Clearly θ(C, T ) ≤ θ(C, T ), and so we only need

to consider the doubly stochastic rate matrices.

Birkhoff’s theorem states that the set of doubly stochastic matrices equals the

convex hull of the permutation matrices [12]. The claimed result follows from the

definition of throughput.

Proposition 5 restricts to the set of permutation matrices the set of rate matrices

we need to consider. To show that the throughput of Ĉ is at least N/(2N − 1),

we just need to show that a throughput of N/(2N − 1) can be achieved for all the

permutation matrices. It leads to the following proposition.

Proposition 6 The guaranteed throughput of the biased mesh with capacity matrix

Ĉ is at least N/(2N − 1).

Proof: We will prove that Ĉ achieves a throughput of N/(2N − 1) when T = σ,

with σ a permutation. Let c = 1/(2N − 1). We consider a node i, and prove that

i can always send at rate Nc to σ(i). Our objective is to send as much flow as we

can directly, and to uniformly load-balance the remainder among the non-diagonal

elements. We distinguish two cases: either σ(i) = i or σ(i) 6= i.
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If σ(i) = i, node i needs to send Nc to itself. Therefore, node i can send c directly

to itself, and load-balance the remaining rate of (N − 1)c among the other (N − 1)

nodes, then sending c to each node.

If σ(i) 6= i, node i needs to send Nc to node σ(i) 6= i. Therefore, node i can

send 2c directly to σ(i), and load-balance the remaining rate of (N − 2)c among the

(N − 2) nodes different from i and σ(i); and each such node then sends c again to

node σ(i).

Let us examine the load on each link. Each diagonal element Ĉii only receives

traffic if it is destined from node i to node i, and in this case it receives exactly c, its

capacity.

Moreover, each non-diagonal element Ĉij can only receive traffic in two distinct

cases, which cannot happen at the same time. If j = σ(i), Ĉij receives exactly 2c,

its capacity. Otherwise j 6= σ(i), and Ĉij receives c from the load-balanced path

i → j → σ(i), and c from the load-balanced path σ−1(j) → i → j, summing to 2c,

its capacity.

The load on each link is therefore always bounded by its capacity; hence, this

solution is feasible and the guaranteed throughput of Ĉ is at least Nc = N/(2N − 1).

2.2.6 Optimality of the Biased Mesh

We have just found that the biased mesh guarantees a throughput of at least
N

2N−1
. The following proposition shows that the biased mesh achieves the maximum

possible guaranteed throughput for any admissible capacity matrix.

Proposition 7 If the capacity matrix C is admissible, then the guaranteed throughput

θ(C) ≤ N
2N−1

.

The proof for Proposition 7 is in Appendix A.
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2.2.7 Uniqueness of the Optimal Capacity Matrix

Since we proved that the biased mesh achieves the optimal throughput N/(2N−1),

we will now demonstrate that it is the only capacity matrix to do so. This is done in

Proposition 8, proved in Appendix B.

Proposition 8 The only capacity matrix C that can achieve the optimal throughput

N/(2N − 1) is the capacity matrix Ĉ of the biased mesh.

In conjunction with Propositions 6, 7 and 8, we have, therefore, established the

following theorem.

Theorem 9 The biased mesh satisfies the following three properties:

(i) The guaranteed throughput of the biased mesh is equal to θ̂ = N/(2N − 1).

(ii) The biased mesh achieves the maximum possible guaranteed throughput for any

network, i.e., θ(Ĉ) = N/(2N − 1).

(iii) The biased mesh is the only network to achieve this guaranteed throughput, i.e.,

θ(C ′) < θ(Ĉ) for any admissible capacity matrix C ′ 6= Ĉ.

2.2.8 Conclusions and Intuition

Theorem 9 shows that the biased mesh architecture achieves the best throughput

among all possible architectures, and is the only one to do so. Therefore, it performs

better than many alternative architectures, including the ring, torus and hypercube

architectures.

However, this result assumes that if packets arrive at their destination after a

single hop, they can immediately leave the switch. Therefore, the architecture will

need to allow for one-hop as well as two-hop paths through the switch. This might

prove difficult to implement, and might be a reason for a designer to prefer the uniform

mesh. Using the fact that the uniform mesh achieves 50% throughput (Equation 2.5),

we know that the uniform mesh is

θ(Ĉ)

θ(Cuniform)
=

N
2N−1

1
2

=
1

1− 1
2N

= 1 + o(1) — optimal (2.8)
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for its guaranteed throughput. Therefore, the load-balanced router with a uniform

mesh is asymptotically optimal. Asymptotically with N , it guarantees at least as much

throughput as any other fixed interconnection with an admissible capacity matrix.

This is an additional argument in favor of the uniform mesh.



Chapter 3

Packet Reordering

Chapters 1 and 2 introduced the load-balanced router and illustrated how it can

be practically implemented using optics. In this chapter, we will see how the load-

balanced router can reorder packets. Packet reordering is a widespread property

among load-balanced systems and can be detrimental to Internet traffic. Therefore,

we will provide and analyze different possible algorithms to prevent packet reordering.

We will finally focus on the FOFF algorithm, and prove that it prevents reordering

while providing throughput and delay guarantees.

3.1 Presentation of Packet Reordering

3.1.1 Example of Reordering in the Load-Balanced Router

We first define packet reordering. As defined in the Introduction, a flow is the

set of all packets having the same input and output destination. Packet reordering

occurs in a router when packets from a same flow depart from the router in an order

different from the one in which they arrived.

Packet reordering could occur in a load-balanced router. This is because the

load-balancer spreads packets as they arrive without regard to their final destination

or departure time. Therefore, packets from the same flow can take different paths

of different delays within the router. Consequently, as illustrated below, this load-

balancing among paths of different delays could incur packet reordering.

30
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Figure 3.1: Example of packet reordering in a load-balanced router.

Figure 3.1 illustrates this possibility. In this example, all packets considered are

destined to the output 1. By definition, in the first N time-slots, each input is

connected to the first intermediate input exactly once. Assume that each input except

the first one receives a packet and transfers it to the first intermediate input when

they are connected together. After N time-slots, the first intermediate input will

have received N − 1 packets from inputs 2, ..., N , and only one of these packets will

have been serviced. Therefore, N − 2 packets are left in the first intermediate input

(they are represented as transparent in Figure 3.1). Assume that the first input then

receives two packets back-to-back when it is successively connected to intermediate

inputs 1 and 2. Therefore, the first input consecutively transfers these two packets

to intermediate inputs 1 and 2 (packets from input 1 are represented as filled in

Figure 3.1). The second packet is alone in its queue, while the first one has N − 2

packets in front of it. Therefore, the second packet is serviced earlier. It arrives at

output 1 earlier, and leaves the router earlier. Consequently, the two packets are

reordered. In other words, they belong to the same flow, and the order in which they

arrive at the input is different from the order in which they are leaving the output.

The example shows that reordering occurs when VOQs in different intermediate
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inputs and destined to the same output have different lengths. Due to the fixed-rate

service, the amount of reordering depends on the difference between the lengths of

the VOQs. For instance, assume that VOQs are modeled as having an infinite buffer

capacity. Then, when a VOQ length increases while the other stays constant, the VOQ

length difference grows unbounded, and therefore the possible amount of reordering

also grows unbounded. Therefore, the load-balanced router does not provide any

guarantee on the amount of reordering.

3.1.2 Consequences of Packet Reordering for Internet Traffic

The load-balanced router exhibits reordering — but is reordering really a problem?

RFC 1812, the most common standard defining router requirements, does not forbid

reordering in routers [8]. In addition, reordering is not uncommon in the Internet [10,

49]. Therefore, we might believe that reordering is not necessarily a problem.

However, in its current version, TCP (Transmission Control Protocol) does not

perform well when out-of-order packets arrive at their destination. Out-of-order pack-

ets can be perceived as loss indicators, and trigger unnecessary retransmissions and

TCP timeouts [13]. These retransmissions and timeouts cause a decrease in TCP

throughput and an increase in packet delay. Consequently, since TCP traffic consti-

tutes the vast majority of Internet traffic [35, 37], network operators generally insist

that routers do not reorder packets belonging to the same application flow, i.e., shar-

ing the same (source, destination) pair. Our goal in this chapter is to provide this

guarantee. In particular, if we assume that all packets from an application flow take

the same path in the Internet and therefore belong to the same router flow in the

router, it is sufficient to guarantee that the router does not reorder packets belonging

to the same router flow.

3.1.3 Preventing Reordering

There are two methods of preventing packet reordering. The first method consists

in bounding the amount of reordering and using a finite reordering buffer at the output.
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The second method is to make sure that packets arrive in order to the output, thus

keeping packets in order throughout the router.

We saw in the example above that reordering can occur when VOQ lengths are

different, and that the amount of reordering typically increases as the difference of

VOQ lengths increases. Therefore, most of the algorithms that prevent reordering

will try to bound or prevent any VOQ length difference. To do so, these algorithms

will typically rely on a small input-stage coordination buffer, which spreads packets

uniformly among the intermediate inputs.

In [21], the authors propose two schemes based on the first method of bound-

ing reordering. Both schemes rely on algorithms found in the PPS (Parallel Packet

Switch) router [45] and use a small input-stage coordination buffer. The first scheme,

called FCFS (First Come First Served), uses a jitter control buffer in each interme-

diate input to ensure proper ordering of the traffic leaving the intermediate inputs.

The second scheme, EDF (Earliest Deadline First), schedules packets according to

their departure times in an ideal (output-buffered) router. However, both schemes

do not seem practical. The jitter control mechanism in FCFS might require up to N

memory-write accesses per time slot. And EDF needs to retrieve the packet with the

smallest time stamp from a queue, making it hard to implement in a high performance

router.

The second method of preventing reordering, which keeps packets ordered through-

out the router, is used in [54] and [22]. [54] presents an algorithm that uses a co-

ordination buffer in the input stage, and then queues packets in VOQs in the in-

termediate inputs based on their input, intermediate input, and output. Using this

fine-grained queueing, the algorithm guarantees that packets arrive at the outputs in

order. However, this algorithm requires a more complex queueing management sys-

tem, and communication of state information between the intermediate inputs and

the outputs. In [22], the authors introduce an algorithm in which the buffers in the

intermediate inputs are finite and packets are guaranteed to leave the router in order.

However, the algorithm assumes that in each frame period, arrivals of packets des-

tined to a given output are constrained. While this might be satisfied in frame-based
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traffic such as SONET (Synchronous Optical Network) traffic, this property is not

satisfied in general in the Internet.

Therefore, all these algorithms present significant problems in router implemen-

tations. Our objective is to find a different scheme in order to guarantee that packets

leave the router in order. We will first consider Application Flow-Based Routing

(AFBR) and Uniform Frame Spreading (UFS), two algorithms that attempt to main-

tain packets ordered throughout the router. Then, we will present Full Ordered

Frames First (FOFF), an algorithm that bounds reordering, and we will prove that

FOFF also provides throughput and delay guarantees.

3.2 Application Flow-Based Routing (AFBR)

3.2.1 How AFBR Works

We saw above that reordering is due to the uncontrolled use of parallelism in the

load-balanced router. Reordering occurs when packets from the same router flow,

and in particular from the same application flow, take different paths with different

delays. Therefore, a simple idea is to make all packets from the same application flow

take the same path inside the router. We will call this an Application Flow-Based

Routing (AFBR).

AFBR can be implemented by hashing packet header fields (e.g., source and desti-

nation IP addresses and protocol identification) into N different hash values. Packets

from the same application flow will return the same hash value. Then, all packets

having the same hash value will be transferred by a given input to the same interme-

diate input. Therefore, all packets from the same application flow take the same path

inside the router. Consequently, AFBR prevents reordering throughout the router for

packets from the same application flow.

Note that hashing flows is common in load-balanced systems. It is used for ex-

ample in backbone links [15], address lookups [14, 48], packet processing [16], web

servers [70, 71], network processors [32, 51] and flow demultiplexing [33].
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3.2.2 Properties of AFBR

AFBR is more efficient when there is a guarantee that the amount of traffic cor-

responding to each (input, intermediate input) pair and each (intermediate input,

output) pair does not exceed a rate of R/N , especially over short periods of time.

As a consequence, the rate between each input and each intermediate input will not

exceed the link capacity R/N , and the rate between each intermediate input and each

output will also not exceed the link capacity R/N . In this case, AFBR provides an

easy implementation that prevents packet reordering throughout the router.

However, AFBR is more difficult to implement than at first glance. Without traffic

guarantees over each frame, as in SONET traffic, the coordination buffer size at the

inputs might grow unbounded. Moreover, if all traffic consists of a single application

flow, AFBR will not be able to provide any non-trivial throughput guarantee (it will

only provide a throughput of R/N). AFBR also assumes a fixed hashing scheme,

and loses reordering guarantees if hashing becomes dynamic. Finally, by having all

packets from the same application flow take the same path inside the router, AFBR

might be more prone to single-point failures for the end applications.

3.3 Uniform Frame Spreading (UFS)

3.3.1 Presentation of UFS

In the basic load-balanced router, reordering occurs when two VOQs destined to

the same output in different internal inputs have different lengths. The objective of

the Uniform Frame Spreading (UFS) algorithm is to avoid reordering throughout the

router by assigning the same number of packets to all the VOQs destined to the same

output.

In UFS, at each input, there are N FIFO (First In First Out) queues — one

per output. Arriving fixed-size packets destined to a given output are buffered in

the corresponding queue, until there are N of them. A group of N such packets

from a given flow is called a full frame. When a frame is full, it is spread uniformly

across the intermediate inputs, starting with intermediate input 1, and ending with
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Figure 3.2: Illustration of the UFS algorithm.

intermediate input N . When each packet arrives at the intermediate input, it is

immediately directed to the appropriate VOQ that the packet is destined to. All

packets from the same full frame then consecutively become head-of-line of their

respective VOQs and are transferred in order to the output.

Figure 3.2 illustrates the successive steps in the UFS algorithm. In order to explain

the intuition behind UFS, we will only consider packets destined to output 1. In this

example, we will also assume for simplicity that up to N packets can leave and arrive

simultaneously in the mesh structure, even though this is not needed in practice.

First, packets arriving at the input are queued in VOQs arranged by outputs, until at

least one full frame of N packets is formed. Full frames leave the inputs in order, and

the j-th packet of each full frame is transferred to the j-th intermediate input. The

N packets of the same full frame are then queued simultaneously in the intermediate

inputs. For instance, Figure 3.2 illustrates three buffered full frames, the first from

the first input (filled packets), and the two others from other inputs (transparent

packets). Since all packets from a given full frame arrive simultaneously, each VOQ

size is the same, and therefore all packets also depart simultaneously. Once the full
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frame leaves the intermediate inputs, it is transferred to the correct output, from

which it then departs in order.

It is interesting to note that all the VOQs destined to the same output behave

in the same way, and each packet of the same full frame sees the same behavior. As

a consequence, each linecard knows the state of all other intermediate inputs, since

all intermediate inputs have the same state. In addition, we can model the behavior

of the whole load-balanced router by considering only any given intermediate input.

Finally, since each full frame is written as well as read in parallel, this algorithm

can be seen as an instance of bit-slicing. Therefore, the whole set of N intermediate

inputs looks like a single shared-memory pool.

3.3.2 Advantages of UFS

We have shown above how the UFS algorithm maintains packets ordered through-

out the router. UFS presents the following benefits:

• UFS keeps packets in order throughout the router.

Packets of the same full frame are kept in order because they are transmit-

ted consecutively to the intermediate inputs and received consecutively by the

outputs.

• Linecards can operate independently.

The UFS algorithm is distributed and can operate independently in each in-

put, intermediate input and output. It needs no additional communication of

information among linecards.

• No pathological traffic patterns.

The 100% throughput proof for the basic architecture relies on the traffic be-

ing weakly mixing. While this might be a reasonable assumption for heavily

aggregated backbone traffic, it is not guaranteed. In fact, it is easy to create

a periodic adversarial traffic pattern that inverts the spreading sequence, and
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causes packets for one output to pile up at the same intermediate linecard. This

can lead to a throughput of only R/N for each linecard.

UFS prevents such pathological traffic patterns. UFS provably always has the

same throughput as an ideal output-queued router, irrespective of the arrival

process. (An output-queued router is an ideal router in which each output

contains the packets destined to it. Each output services packets as long as

there is as at least one packet to service, a property known as work-conserving.

No router can have a better throughput or average delay than an output-queued

router.) This result is proved in Theorem 21 of Appendix C.

• VOQ states are known by all linecards.

In order to know the amount of congestion in the router (for example to imple-

ment a drop-policy), we need to know how many packets are in each VOQ. But

because each VOQ has the same occupancy (one packet from each full frame),

it is sufficient to look at just one linecard.

3.3.3 Filling a Frame

A significant disadvantage of the UFS algorithm is that it requires a frame to

contain N packets. If a frame contains fewer than N packets, one can choose whether

to send it or not. If the frame is sent with less than N packets, it needs to insert empty

idle packets in order to become a full frame, and thus incurs a loss of throughput.

However, if the frame is kept in the input and waits for additional packets, it can incur

a significant delay if not starvation. Therefore, sending the frame reduces throughput,

while waiting for additional packets increases delay and potentially creates starvation.

There is a clear dilemma: send or wait? Is there even something to wait for?1

There are a few ways of dealing with such a problem, involving a trade-off between

throughput, starvation and practicality. A first approach is to wait for frames to

fill, and hence keep the throughput and average-delay guarantees, while possibly

starving some flows. A second possibility is to make packets much smaller, for instance

1“Waiting for Godot” [9] provides a good analogy to the problem.
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1/N -th of the original packet size. This solution would be equivalent to bit-slicing.

However, although it would solve the frame-filling problem, the granularity of the

resulting packets might cause problems in the intermediate inputs. In particular,

smaller chunks might translate into a higher chunk arrival frequency and exceed

buffering speed limits. In addition, the overhead caused by headers and control

mechanisms will increase. A third solution is to use a timeout mechanism in the

inputs. The timeout will trigger the frame to be completed with empty idle packets

and forwarded to the intermediate inputs. As noted in [50], this can be arranged to

prevent an excessive reduction in throughput. However, a low timeout value will cause

a significant loss of throughput. Conversely, a negligible loss in throughput guarantee

would need a significant timeout value. A fourth possible solution would be to change

timeout values based on state information. As seen above, each linecard knows when

each output is congested, and therefore can change the timeout value depending on the

congestion state (using a smaller timeout when there is no congestion and therefore

no throughput capacity constraints). However, while interesting practically, such an

approach does not necessarily provide any better theoretical throughput guarantee.

Therefore, none of these schemes appears satisfactory.

3.4 Full Ordered Frames First (FOFF)

3.4.1 Presentation of FOFF

AFBR and UFS prevent packets from being reordered throughout the router by

precisely regulating packet transfer times. However, this strict regulation is not flexi-

ble enough to adapt to changing traffic conditions, and results in a loss of throughput

and possible starvation. Therefore, the following scheme tries a different approach.

The Full Ordered Frames First (FOFF) algorithm allows some bounded reordering

inside the router, and relies on a reordering buffer at the output.

FOFF runs independently on each linecard using information locally available.

As in UFS, each input linecard keeps a separate FIFO queue for each output. When

a packet arrives, it is placed at the tail of the queue corresponding to its eventual
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output. Ideally, FOFF behaves as UFS, serving a queue only when it contains at

least one full frame. However, contrary to the UFS algorithm, FOFF allows for a

non-empty queue to send packets when no queue has any full frame. Therefore,

FOFF avoids starvation but allows for different VOQ sizes and reordering.

3.4.2 Implementation

We will now define how the FOFF algorithm works in each input, intermediate

input and output.

Input Implementation

In each input, FOFF will send full frames whenever possible, by giving a higher

priority to full frames. However, when there are no full frames available, FOFF will

service the remaining packets, by picking non empty queues in a round-robin order.

In particular, in each input, FOFF uses at most N2 packets arranged in N FIFO

queues labelled Q1 . . . QN . FOFF operates as follows:

1. An arriving packet destined to output j is placed in Qj.

2. Every N time-slots, the input selects a queue to serve for the next N time-

slots. First, it picks round-robin from among the queues holding more than N

packets, i.e., holding at least one full frame. If there are no such outputs, then it

picks round-robin from among the non-empty queues. Up to N packets from the

same queue (and hence destined to the same output) are transferred to different

intermediate linecards in the next N time-slots. For each flow, a pointer keeps

track of the last intermediate linecard to which a packet was transferred, and

the next packet is always sent to the next intermediate linecard.

Clearly, if there is always at least one full frame, FOFF behaves as UFS and there

is no reordering. Reordering occurs only when no queue has a full frame; but as

shown in Theorem 25 (Appendix D), the amount of reordering is bounded, and is

corrected in the output with a fixed length reordering buffer.
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Intermediate Input Implementation

FOFF uses N VOQs per intermediate input, and behaves exactly like the basic

load-balanced router.

Output Implementation

In each output, FOFF services packets in order. In order to do so, for each flow,

FOFF keeps track of the last intermediate input from which the last ordered packet

arrived. This enables FOFF to know that the next ordered packet will come from the

next intermediate input, because packets from each flow are spread in round-robin

order among intermediate inputs. Therefore, FOFF can send packets in order from

each output without using sequence numbers, without exchanging state information

between linecards, and without knowing which packets belong to a full frame.

More precisely, in each output, FOFF uses the following structures:

• N FIFO queues corresponding to the N intermediate inputs. When a packet

arrives from an intermediate input, it is buffered in the queue corresponding to

this intermediate input. As proved in Theorem 25 (Appendix D), these queues

contain a total of at most N2 + 1 packets (including the one being serviced).

We will call head of flow the first packet of a given router flow that has not

yet left the router, and head of line the first packet of a given queue. A packet

can leave in order if it is both head of flow and head of line of one of these N

queues.

• A pointer vector of N pointers corresponding to the N inputs, indicating in

what queue to expect the next in-order packet of each flow. These pointers

are only incremented cyclically (modulo N), since packets are spread among

intermediate inputs in a round-robin order.

• A pointer queue of maximum size N , indicating from which FIFO queues a

packet is ready to depart in order.
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At each time-slot and in each output, FOFF implements the steps defined below.

In these steps, FOFF looks for packets that are both head of flow and head of line

packets, since these are the packets that can leave in order. Let us examine how a

packet can become head of flow and head of line. If it is head of flow, it can become

head of line either because there is no packet in its queue when it arrives (case 1

in the algorithm), or because it is the second packet in its queue and the head of

line departs (case 2a in the algorithm). Otherwise, if it is not head of flow but only

head of line, its head of flow needs to leave (case 2b in the algorithm). Therefore, the

algorithm below ensures that the output is work-conserving whenever there is at least

one packet that is both head of line and head of flow, and such a packet always exists

whenever the reordering buffer contains N2 + 1 packets (Theorem 25, Appendix D).

Note that there is a bounded number of steps at each time-slot, independently of N .

Also note that the algorithm at each output operates independently of other outputs.

1. Arrival: When a packet arrives at the output, it is first buffered in the queue

corresponding to its intermediate input. Assume the packet comes from input

i and intermediate input j. If queue j in the output is empty upon the arrival

of the packet, and the pointer for i designates queue j, the packet is both head

of flow and head of line. It is ready to depart in order. Therefore FOFF adds a

pointer to queue j to the pointer queue, and increments (modulo N) the pointer

for input i.

2. Departure: At each time-slot, if the pointer queue is not empty, its first pointer

designates some queue j from which the first packet can depart in order. Assume

this packet comes from input i. FOFF services this first packet, increments

(modulo N) the pointer for input i, and removes the pointer from the pointer

queue. Then, FOFF examines the two following packets, and adds them to the

pointer queue if needed:

(a) First, FOFF examines the new head-of-line packet of queue j, coming from

some input i′. If the pointer for i′ points to j, then this packet is both head

of line and head of flow. Therefore FOFF adds it to the pointer queue and

increments (modulo N) the pointer for input i′.
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(b) Then, FOFF also examines the head-of-line packet of the queue designated

by the pointer for input i, which is just j + 1 (modulo N). If this head-

of-line packet indeed comes from input i, then it is both head of line and

head of flow. Therefore, FOFF adds it to the pointer queue and increments

(modulo N) the pointer for input i.

As explained above, these steps ensure that FOFF will service packets in order.

We will now show that FOFF can also provide throughput and delay guarantees.

3.4.3 Properties of FOFF

FOFF has the following properties, which are proved in Appendix D.

• Packets leave the router in order.

FOFF bounds the amount of reordering inside the router, and requires a re-

ordering buffer that holds at most N2 + 1 packets (proof in Appendix D).

• FOFF is practical to implement.

As explained above, FOFF has an O(1) complexity, since it only needs a

bounded number of steps per time-slots, independently of N . In addition,

FOFF is distributed and operates independently in each input, intermediate

input and output. It needs no additional communication of information among

linecards.

• No pathological traffic patterns.

Like UFS, FOFF manages to avoid pathological traffic patterns that can reduce

the throughput in the basic load-balanced router. It does so by spreading

each flow evenly across the intermediate linecards. FOFF guarantees that the

cumulative number of packets sent to each intermediate linecard for a given

flow differs by at most one. This even spreading prevents a traffic pattern from

concentrating packets to any individual intermediate linecard. As a result,

FOFF guarantees 100% throughput for any arriving traffic pattern; there are
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provably no adversarial traffic patterns that reduce throughput, and the router

has the same throughput as an ideal output-queued router.

In fact, Appendix E proves an even stronger result: the average packet delay

through the router is within a constant from that of an ideal output-queued

router. This result is valid for any adversarial infinite traffic, and therefore

independent of the traffic pattern and the arrival rate. Of course, a packet

might experience a very long — or infinite — delay using FOFF. For instance,

this occurs at the input because full frames have higher priority than non-full

frames; therefore, a persistent flow with continuous full frames can prevent a

packet from leaving the input. However, Appendix E proves that the number

of such packets is bounded for any adversarial traffic. In fact, under any arrival

traffic, the number of packets that leave the load-balanced router is within a

constant of the number of packets that would leave an ideal output-queued

router.

• FOFF is practical to implement. Each input, each intermediate input and each

output require N queues. Each input and each output hold at most N2 + 1

packets per linecard (the intermediate inputs hold the congestion buffer, and

their memory size is determined by the same factors as in a shared-memory

work-conserving router). The FOFF scheme is decentralized, uses only local

information, and does not require complex scheduling.

• Priorities in FOFF are practical to implement. It is simple to extend FOFF

to support k priorities with k ·N queues in each input, intermediate input and

output. These queues could be used to distinguish different service levels or

could correspond to sub-ports.

These advantages of FOFF make it more practical to implement than the schemes

listed above. It will be the algorithm chosen in the implementations described in the

next chapter.



Chapter 4

Implementation of the Load-Balanced

Router Using Optics

In this chapter, we will design and architect a high-performance router. We will

use the example of a 100Tb/s Internet router, arranged as 640 linecards operating at

160Gb/s. First, we will show that the simple mesh architecture introduced in Chap-

ter 2 does not scale to such a high number of linecards. Therefore, we will introduce

a hierarchical mesh architecture to allow for scaling. Second, we will illustrate why

a hierarchical mesh architecture is not able to operate correctly when linecards are

introduced incrementally or are removed, as might happen in practice. Therefore, we

will introduce a new architecture based on electronic linecards and an optical switch

fabric with static MEMS. We will prove that this architecture operates without packet

conflicts. Last, we will demonstrate why this architecture is a practical choice today

for scaling routers while providing throughput and fault-tolerance guarantees.

4.1 Architecture Requirements

4.1.1 A 100Tb/s Router Example

The load-balanced router seems to be an appealing architecture for scalable routers

that need performance guarantees. In what follows we will study the architecture in

more detail. To focus our study, we will assume that we are designing a 100Tb/s

45
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Internet router that implements the requirements of RFC 1812 [8]. The router will

be arranged as 640 linecards operating at 160Gb/s (OC-3072). We pick 100Tb/s

because it is challenging to design, is probably beyond the reach of a purely electronic

implementation, but seems possible with optical links between racks of distributed

linecards and switch fabrics. It is roughly two orders of magnitude larger than Internet

routers currently deployed, and seems feasible to build with technology available

today. We pick 160Gb/s for each linecard because 40Gb/s linecards are feasible now,

and 160Gb/s is the next logical generation.

4.1.2 Architecture Requirements

Our objective is to design an architecture for implementing a 100Tb/s router,

arranged as 640 linecards operating at 160Gb/s. We will require this architecture to

provide a 100% throughput guarantee.

Since current centralized schedulers can hardly scale to this capacity while pro-

viding throughput guarantees, we will require the router to not have any centralized

scheduler, and assume that the router has a load-balanced router architecture.

In addition, we require the router to avoid packet reordering while providing 100%

throughput. Therefore, the router will implement the FOFF algorithm introduced in

Chapter 3.

Finally, we want the router to operate correctly when populated with any number

of linecards connected to any ports. This will enable us to add linecards incrementally,

as well as provide fault-tolerance if a linecard fails.

4.1.3 Assumptions

We will assume that the router occupies multiple racks, with up to 16 linecards

per rack. In terms of optical technology, we will assume that it is possible to multiplex

and demultiplex 64 WDM (Wavelength Division Multiplexing) channels onto a single

optical fiber. We will also assume that each of these WDM channels can operate at

up to 10Gb/s.



CHAPTER 4. IMPLEMENTATION 47

4.2 The Hierarchical Mesh Architecture

4.2.1 Scaling the Number of Linecards

As seen in Chapter 2, it is possible to implement a load-balanced router with a

single mesh of link capacity 2R/N . This mesh can also be replaced by an AWGR or

a round-robin crossbar, as long as each two linecards are connected at rate 2R/N .

However, a mesh between N linecards requires N2 links, and therefore it does

not scale easily with N . In practice, using N2 optical fibers or electrical links is

impractical or too expensive. For example, a 100Tb/s router with N = 640 linecards

would need 409,600 links, each carrying data at 2R/N = 0.5 Gbps.

We could use an AWGR instead of a mesh. This would reduce the number of

fibers, and increase the data-rate carried by each. Instead of connecting to N fibers,

each linecard multiplexes onto one fiber N WDM channels, each operating at 2R/N .

However, current state-of-the-art AWGRs hardly scale beyond one hundred inputs

and outputs [11]. In addition, having 640 distinct WDM channels on the same fiber

is beyond what is practical today.

We could also try to use a round-robin active switch fabric instead. For instance,

we could use an electric crossbar, or an optical switch such as a MEMS switch [72], an

electro-optic [66] or an electro-holographic waveguide [67]. However, we would need

to reconfigure frequently such an active switch (each time a packet is transferred), and

we would run into scalability issues, since this active device would have to connect

up to 640 inputs and outputs.

Therefore, it does not seem practical to manufacture a 640-port switch from any

of these technologies. And so, to scale the router to this number of linecards, we need

to decompose the switch fabric into several smaller switch fabrics.

4.2.2 The Hierarchical Mesh

The load-balanced router needs a path to connect each input port to each output

port at a fixed uniform rate. The switch fabric could be a uniform mesh, but this

640×640 uniform mesh would have too many ports to be practical. Therefore, we will
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Figure 4.1: Hierarchical mesh architecture.

reduce this uniform mesh into a uniform mesh connecting a smaller number of ports

of larger bandwidth. In order to do so, we will group together many linecards. Then,

instead of establishing a mesh between linecards, we will establish a mesh between

groups.

Figure 4.1 illustrates such a hierarchical approach, called the hierarchical mesh

architecture. The N linecards are grouped together into G groups (or racks) of L

linecards each. A uniform mesh connects together the G groups. Within each group,

traffic from the linecards is multiplexed at the input side and demultiplexed at the

output side, for instance with a round-robin crossbar. The hierarchical mesh uses

electronics in the groups (racks), and could use optical links between the racks for

the mesh. Therefore, it needs G fixed lasers per input-side crossbar, and G optical

receivers per output-side crossbar. Since each transmitting group multiplexes traffic

from L linecards sending at rate 2R and spreads it among G groups, the capacity of

each link is 2RL
G

.
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4.3 The MEMS-Based Architecture

4.3.1 Mesh Decomposition as a Sum of Matches

The hierarchical mesh architecture satisfies all the requirements but one: it is not

able to operate correctly when populated with any number of linecards that can be

connected to any ports.

Assume for instance that the first group is populated with linecards, and all other

groups are empty, as illustrated in Figure 4.2. This could occur for example when the

router is populated incrementally, when multiple linecards need to be removed from

the router, or when multiple linecards fail. All the traffic from the first transmitting

group will be sent to the first receiving group, and spread uniformly across its receiving

linecards. Therefore, the first transmitting group needs to send 2RL amount of traffic,

because it multiplexes L streams running at rate 2R. However, the link capacity

determined earlier is only 2RL
G

. Therefore, the capacity of the uniform mesh is not

sufficient to switch the traffic sent by the first transmitting group. We need to find a

way of providing enough capacity for the traffic.

The capacity of the hierarchical mesh is not sufficient to switch traffic because

when groups become empty, the links destined to them are not used. Since the mesh

is fixed, the capacity of those links cannot be reoriented towards the groups that do

have linecards. Therefore, we need to be able to move those links when needed. We

do this by replacing the mesh with M matches between the transmitting groups and

the receiving groups. Each match implements a one-to-one connection between the
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Figure 4.3: Partitioned switch fabric.

transmitting groups and the receiving groups. While the mesh is always fixed, the

matches change when the linecard configuration changes, and remain fixed otherwise.

Figure 4.3 illustrates how the matches are implemented by using M middle-stage

non-blocking switches. As shown in the figure, each transmitting group in the input

side multiplexes traffic from its linecards. It then spreads traffic across the receiving

groups using the M middle stages. Each of the M middle stages implements one

of the M matches. Finally, the receiving groups in the output side demultiplex

the incoming traffic and spread it uniformly among their linecards. We will later

determine the value of M , prove that the M matches provide sufficient capacity, and

provide more implementation details.

As an example, assume that the mesh is uniform. Then we could use G matches,

as illustrated in Figure 4.4(a). The first match would be represented by the identity

matrix. Implemented in the first middle-stage switch, it statically connects sending

group 1 to receiving group 1, sending group 2 to receiving group 2, and so on. Each

other match would rotate its configuration by one. For instance, the second match in
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Figure 4.4: Decomposition of a mesh into matches, with (a) a uniform mesh having
all groups, and (b) a mesh with a single group.

the second switch connects sending group 1 to receiving group 2, sending group 2 to

receiving group 3, etc. The third match connects sending group 1 to receiving group

3, and so on. Therefore, the matches are the G round-robin permutations, and their

sum is the uniform matrix. In this case, M = G.

As another example, assume again that all groups but the first one fail. As shown

in Figure 4.4(b), we can then use L matches, each connecting the first transmitting

group to the first receiving group at rate 2R. This will then provide the needed

capacity of 2RL between the transmitting group and the receiving group.

4.3.2 Using MEMS Switches

The MEMS-based switch fabric is a straightforward implementation of the de-

sign described above and is represented in Figure 4.5. As before, the architecture is

arranged as G groups of L linecards. In the center, M statically configured G × G

MEMS switches interconnect the G groups. MEMS switches are the optical equivalent

of crossbars. MEMS switches use micromirrors to reflect optical beams from inputs

to outputs and are independent of wavelength and data-rate. Typical reconfiguration
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Figure 4.5: MEMS-based architecture.

times of MEMS switches are 1-10ms [66, 72]. Note that the MEMS switches are re-

configured only when a linecard is added or removed and provide the ability to create

the needed paths to distribute the data to the linecards that are actually present.

Each transmitting group of linecards spreads packets over the MEMS switches using

an L × M electronic crossbar. Each output of the electronic crossbar is connected

to a different MEMS switch over a dedicated fiber at a fixed wavelength. Packets

from the MEMS switches are spread across the L linecards in a group by an M × L

electronic crossbar.

In the remainder of this chapter, we will assume that all the lines in Figure 4.5

have capacity 2R. We will explain with more detail in Section 4.5 how to implement

these line rates in practice.
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4.4 Linecard Schedule

While we described the MEMS-based architecture, we did not specify how many

MEMS switches are needed, nor how packets could be scheduled without collisions.

We will now formally introduce these problems, and then propose a possible solution.

4.4.1 Determining the Number of MEMS Switches

Consider a simple load-balanced router with just three linecards. Figure 4.6(a)

shows three linecards connected as a full mesh; each linecard sends at rate 2R/3 to

every other linecard. Now partition the linecards into two groups, A and B, with

two linecards in group A and one linecard in group B, as shown in Figure 4.6(b).

We will determine how the electronic crossbars and MEMS switches are configured

so that each pair of linecards is connected at rate 2R/3. Group A needs to send at

an aggregate rate of 8R/3 to group A, and 4R/3 to group B; group B needs to send

at rate 4R/3 to group A and 2R/3 to group B. Since we assumed that each crossbar

output can send at maximum rate 2R through a given MEMS switch, we require two

MEMS switches to connect group A to group A. We therefore need a total of three

MEMS switches, two arranged in the straight configuration and one arranged in the

cross configuration. The correct configurations of the MEMS switches are shown in

Figure 4.6(c).

Assume we pick the static configuration for each MEMS switch. Our objective is

to determine the order in which the transmitting linecards will send packets for the

receiving linecards. We want each sending linecard to spread packets uniformly over

receiving linecards. We also want to avoid that packets conflict by using the same

line at the same moment. To do so, we will adopt a frame-based mechanism. We will

select a frame of packets sent by linecards and a frame of permutations followed by

the electronic crossbars. Then, we will instruct each linecard and each crossbar to

cycle repeatedly through these frames.

Let us illustrate what conflicts could occur in a frame. Consider the example

in Figure 4.6 again. Since each sending linecard needs to spread its data uniformly

over the three receiving linecards, the frame will have three slots. In the frame, each
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sending linecard will send exactly one packet to each of the three receiving linecards.

Then, a conflict could occur when two sending linecards send a packet to the same

receiving linecard at the same time, since these two packets would collide at the

receiving linecard. A conflict could also occur when two sending linecards from the

same sending group send packets to two receiving linecards from the same receiving

group using the same MEMS switch. In this case, these packets would collide on the

line linking the crossbar to the MEMS switch. Therefore, some conflicts are specific to

linecards, while others are specific to MEMS switches. The algorithm that determines

the frame needs to be aware of these different types of conflicts, which can only make

the algorithm more complex.

We will now first formally describe the problem. Then, we will determine the

minimum number of MEMS switches needed. Finally, we will introduce an algorithm

that will provably construct a correct frame in polynomial time, and we will show

some results on its running speed.

4.4.2 The Linecard Schedule Problem

We will assume throughout this chapter that there are G groups; group i contains

Li linecards, and the total number of linecards is:

N =
G∑

i=1

Li.

We will assume that L1, L2, ..., LG are fixed for a given linecard arrangement.

During every frame of N time-slots each sending linecard needs to be connected

exactly once to each of the N receiving linecards. Similarly, each receiving linecard

needs to be connected exactly once to each of the N sending linecards. Furthermore,

in every time-slot, each sending linecard cannot connect to more than one receiving

linecard, and vice-versa.

Put mathematically, if sending linecard i is connected to receiving linecard Tij in

time-slot j, then:
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Tij′ 6= Tij for all j′ 6= j

Ti′j 6= Tij for all i′ 6= i

Tij ∈ {1, ..., N} for all i, j

We will call T the linecard schedule. T is a Latin square, i.e., the numbers from 1

to N appears exactly once in every row and every column. We will refer to a time-slot

as a column.

For instance, let us assume that L1 = 3, L2 = 2, and L3 = 2 (i.e., G = 3, N = 7).

Then the following is a linecard schedule:

T =



1 2 3 4 5 6 7

2 3 4 5 6 7 1

3 4 5 6 7 1 2

4 5 6 7 1 2 3

5 6 7 1 2 3 4

6 7 1 2 3 4 5

7 1 2 3 4 5 6


The last constraint arises from the use of MEMS switches in the MEMS-based

architecture. Let Li represent the number of linecards in group i. The rate needed

between group i and group j is equal to

(Li · 2R) · (Lj/N), where 1 ≤ i, j ≤ G.

This is because the incoming traffic is spread uniformly over all N receiving linecards,

and group j receives a portion (Lj/N) of this traffic. As assumed above, two groups

can only communicate at a rate up to 2R through any single MEMS switch. Therefore,

the minimum number of MEMS switches between group i and group j is:⌈
Li · 2R · Lj

N
· 1

2R

⌉
=

⌈
Li · Lj

N

⌉
.

We will call this the MEMS constraint.
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Matrix T above does not meet the MEMS constraint because the maximum num-

ber of connections allowed between transmitting group 1 and receiving group 1 at any

time-slot is
⌈

3·3
7

⌉
= 2. This is not satisfied in the first time-slot, because transmitting

group 1 has three connections to receiving group 1 (more specifically to receiving

linecards 1, 2 and 3). Similarly the second and third groups do not meet the con-

straint.

4.4.3 Number of MEMS Switches Needed for a Linecard

Schedule

The following theorem shows how many MEMS switches are needed in order to

build a linecard schedule that satisfies the MEMS constraint.

Theorem 10 We need at least

α =
G∑

j=1

⌈
L · Lj

N

⌉
≤ L + G− 1

static MEMS switches in order to build a linecard schedule that satisfies the MEMS

constraint, where L = maxi(Li).

Proof: A MEMS switch can connect a sending group to at most one receiving

group, and the minimum number of MEMS switches needed to connect sending group

i to all receiving groups is:
G∑

j=1

⌈
Li · Lj

N

⌉
.

In particular, assume that the largest group has L = maxi(Li) linecards. Then the

total number of MEMS switches needed by the largest group to connect to all receiving

groups is at least:

α =
G∑

j=1

⌈
L · Lj

N

⌉
<

G∑
j=1

(
L · Lj

N
+ 1

)
= L + G.

Because α, L and G are integers, α ≤ L + G− 1.
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Therefore we need at most L + G− 1 static MEMS switches to create a uniform

mesh with any linecard arrangement.

In our example with L1 = 3, L2 = 2, and L3 = 2,

α =

⌈
3 · 3
7

⌉
+

⌈
3 · 2
7

⌉
+

⌈
3 · 2
7

⌉
= 4.

It is clear that α ≤ L + G− 1 = 5. It is also possible to reach the upper bound with

a different linecard configuration where L = 3 and G = 3, for instance with L1 = 3,

L2 = 3, and L3 = 2.

4.4.4 Valid Schedules

Linecard Schedule

Our goal is to find an algorithm that works with exactly α MEMS switches, where

α ≤ L+G− 1. To help illustrate such an algorithm, we will introduce three different

types of schedules: (1) linecard-to-linecard, (2) linecard-to-group, and (3) group-to-

group schedules. As described in the definitions below, the first part of the schedule

name represents whether the schedule determines the specific sending linecards or only

the sending groups, and the second part of the name specifies whether the schedule

determines the specific receiving linecards or only the receiving groups. For instance,

a linecard-to-group schedule will determine which linecard will send to which receiving

group in each column.

Definition 1 A linecard-to-linecard (L-L) schedule T is a matrix with N rows cor-

responding to the N sending linecards, N columns corresponding to the N time-slots

of the frame, and one receiving linecard index per row-column intersection.

Note that a linecard-to-linecard schedule is the same as a linecard schedule.

Definition 2 An L-L schedule T is said to be valid iff a receiving linecard appears

exactly once in every row and column of T , and at most
⌈

Li·Lj

N

⌉
receiving linecards

from group j are connected to sending linecards from group i in any column of T

(MEMS constraint).
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In other words, T is a valid L-L schedule if it is a Latin square satisfying the

MEMS constraints. Here is an example of valid L-L schedule.

T =



1 4 2 6 3 5 7

2 6 1 5 7 3 4

4 3 7 1 5 6 2

5 1 3 4 2 7 6

7 5 4 3 6 2 1

3 2 6 7 1 4 5

6 7 5 2 4 1 3


Notice that the MEMS constraint used in Definition 2 applies to groups, not

linecards. For instance, the example matrix T is not allowed to have more than

two receiving linecards from the first group in the first three rows in any column.

Therefore, in order to build L-L schedules, we cannot only consider the constraints

on linecards, but also need to take into account the constraints on groups. The MEMS

constraint makes the linecard schedule problem non-trivial.

We will show that it is possible to build a valid group-to-group schedule that

only considers constraints on groups, and then successively build a valid linecard-to-

group schedule and finally a valid linecard-to-linecard schedule that incorporates the

constraints on linecards. We will define and provide examples for these schedules

below.

Linecard-to-Group Schedule

Definition 3 A linecard-to-group (L-G) schedule U is a matrix with N rows corre-

sponding to the N sending linecards, N columns corresponding to the N time-slots of

the frame, and one letter per row-column intersection corresponding to the receiving

group.

Definition 4 An L-G schedule U is said to be valid iff the ith letter appears exactly

Li times in each row and each column, and at most
⌈

Li·Lj

N

⌉
times in the linecards of

group i in any column of U (MEMS constraint).
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Here is an example of a valid L-G schedule, applied again to the same linecard

configuration.

U =



A B A C A B C

A C A B C A B

B A C A B C A

B A A B A C C

C B B A C A A

A A C C A B B

C C B A B A A


Notice that matrix U is the same as matrix T except that the receiving linecard

indices are replaced with the letters corresponding to the receiving linecard group.

Group-to-Group Schedule

Definition 5 A group-to-group (G-G) schedule V is a matrix with G rows corre-

sponding to the G sending linecard groups, N columns corresponding to the N time-

slots of the frame, and Li letters per row-column intersection in row i.

Definition 6 A G-G schedule V is said to be valid iff the ith letter appears exactly

Li · Lj times in each row j (corresponding to sending group j), Li times in each

column, and at most
⌈

Li·Lj

N

⌉
times in any row-column intersection in row i (MEMS

constraint).

Here is an example of a valid G-G schedule, applied again to the same linecard

configuration.

V =


AAB ABC AAC ABC ABC ABC ABC

BC AB AB AB AC AC AC

AC AC BC AC AB AB AB


Notice that one can get matrix V by grouping together the rows corresponding to

the same group in matrix U.
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Schedule Equivalence Theorem

Given a valid L-L schedule, we can easily deduce a valid L-G schedule, and then

a valid G-G schedule. However, it is not obvious how to create a valid L-L schedule

from a valid G-G schedule. The following theorem, which is proved in Appendix F.1,

shows that we can.

Theorem 11 Consider the following three schedules:

(i) A valid linecard-to-linecard (L-L) schedule T

(ii) A valid linecard-to-group (L-G) schedule U

(iii) A valid group-to-group (G-G) schedule V

Given one schedule we can create the other two: (L-L)⇔(L-G)⇔(G-G).

We will now show how to construct a valid G-G schedule, hence proving that it

is always possible to obtain a linecard schedule that satisfies the MEMS constraint.

4.4.5 Constructing a Valid G-G Schedule

Algorithm for Constructing a Valid G-G Schedule

We will now construct an algorithm that recursively builds a valid group schedule

time-slot after time-slot, for the N time-slots of the frame. We will then show in

Appendix F.2 that the algorithm finds a valid solution, and that it has a polynomial

complexity.

At the start:

Let t be the number of time-slots left to schedule after each iteration. At the

start, t = N , since all the time-slots are unscheduled. Also, let M
4
= M t = MN be

the initial matrix of all the elements that need to be scheduled. Its rows represent

the sending groups, its columns the receiving groups (letters “A”, “B”, ...). At the

start, for all i, j, Mij = Li · Lj, i.e., there are Li · Lj connections to schedule from

sending group i to receiving group j during the whole frame.

Iteratively:

For t = N, N − 1, ..., 1, proceed as follows.
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1. For each i, j, do the decomposition of M t
ij in base t: M t

ij = t × P t
ij + Qt

ij (i.e.,

P t =
⌊

1
t
M t
⌋
, Qt = M t − t × P t). In this iteration, we will start by scheduling

P t, and then consider the remainder Qt and schedule a part of it such that all

the constraints are satisfied.

Intuitively, our objective is to uniformly spread traffic between any two groups

across the different time-slots, so that no MEMS switch receives more traffic

than it can handle at any precise time-slot. Since we want to schedule M t as

uniformly as possible among the next t time-slots, we will attempt to schedule
1
t
-th of it in the next time-slot. Therefore, we first decompose M t as the sum

of t× P t and Qt. Then, we schedule exactly P t at this time-slot, and consider

what part of Qt needs to be scheduled to satisfy the scheduling constraints.

2. Define the vectors at and bt such that at
i =

∑G
j′=1 Qt

ij′

t
for all i

bt
j =

∑G
i′=1 Qt

i′j
t

for all j

at and bt are integer vectors (proved in Appendix F.2). at and bt represent the

amount of traffic that should be sent from (and received by) each group at the

next time-slot out of the remainder matrix Qt.

3. Find a 0-1 matrix Rt ≤ Qt such that:
∑G

j′=1 Rt
ij′ = at

i for all i∑G
i′=1 Rt

i′j = bt
j for all j

Rt
ij ∈ {0, 1} for all i, j

The first two conditions state that each group sends and receives the correct

amount of traffic in the next time-slot, so that the schedule remains valid.

The last condition is a technical condition used in the proof. The proof in

Appendix F.2 shows that Rt exists (it uses graph theory for proof of existence,

and the Ford-Fulkerson max-flow algorithm for constructing it).
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Table 4.1: Example of application of the algorithm for constructing a valid G-G
schedule

M7 =

 9 6 6
6 4 4
6 4 4

 , P 7 =

 1 0 0
0 0 0
0 0 0

 , Q7 =

 2 6 6
6 4 4
6 4 4

 , R7 =

 1 1 0
0 1 1
1 0 1

 , S7 =

 2 1 0
0 1 1
1 0 1

 .

M6 =

 7 5 6
6 3 3
6 4 3

 , P 6 =

 1 0 1
1 0 0
0 0 0

 , Q6 =

 1 5 0
0 3 3
6 4 3

 , R6 =

 0 1 0
0 1 0
1 0 1

 , S6 =

 1 1 1
1 1 0
1 0 1

 .

M5 =

 6 4 5
5 2 3
4 4 2

 , P 5 =

 1 0 1
1 0 0
0 0 0

 , Q5 =

 1 4 0
0 2 3
4 4 2

 , R5 =

 1 0 0
0 1 0
0 1 1

 , S5 =

 2 0 1
1 1 0
0 1 1

 .

M4 =

 4 4 4
4 1 3
4 3 1

 , P 4 =

 1 1 1
1 0 0
1 0 0

 , Q4 =

 0 0 0
0 1 3
0 3 1

 , R4 =

 0 0 0
0 1 0
0 0 1

 , S4 =

 1 1 1
1 1 0
1 0 1

 .

For t=3,2,1: Mt =

 t t t
t 0 t
t t 0

 = t

 1 1 1
1 0 1
1 1 0

 , Rt =

 0 0 0
0 0 0
0 0 0

 and St =

 1 1 1
1 0 1
1 1 0

 .

4. Use the schedule St = P t + Rt for this time-slot. Update M t−1 = M t − St.

In other words, the amount of traffic left to schedule at the end of the time-slot

is the difference between the amount of traffic left to schedule at the start of

the time-slot and the amount of traffic scheduled during the time-slot.

Example

We build the matrix V given the schedules, St, provided in Table 4.1. More

specifically, St
ij represents the number of occurrences of the jth letter in the ith row

in column N − t + 1 of matrix V . For instance, the schedule

S7 =


2 1 0

0 1 1

1 0 1
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helps us create the first column of V , with two A’s and one B in the first row, one B

and one C in the second row, and one A and one C in the last row. S6 will determine

the second column, S5 will determine the third column, and so on. The resulting

matrix is

V =


AAB ABC AAC ABC ABC ABC ABC

BC AB AB AB AC AC AC

AC AC BC AC AB AB AB


4.4.6 Valid L-L Schedule

We will now construct an algorithm that successively transforms a valid G-G

schedule into a valid L-G schedule, and then a valid L-G schedule into a valid L-L

schedule. This algorithm will be used in Appendix F.1 to prove Theorem 11.

From a Valid G-G Schedule to a Valid L-G Schedule

Let us start with a valid G-G schedule V . For each 1 ≤ j ≤ G, consider row j in

V . In our example, the first row is:(
AAB ABC AAC ABC ABC ABC ABC

)
We want to subdivide each row j into Lj sub-rows, corresponding to the subdivision

of each sending group j into Lj sending linecards, thus forming a valid L-G schedule.

First, each letter has Li · Lj occurrences in any given row of V . Arbitrar-

ily divide them into Li subscripted letters (“sub-letters”) of Lj elements. In our

example, we transform the letters of V into N arbitrarily assigned sub-letters

(A1, A2, A3, B1, B2, C1, C2). For instance, since A appears nine times in the first row,

we replace the A′s arbitrarily with three A1’s, three A2’s and three A3’s:(
A1A1B1 A1B1C1 A2A2C1 A2B1C1 A3B2C2 A3B2C2 A3B2C2

)
In row j of matrix V , each of the N sub-letters has Lj occurrences, and each of

the N columns has Lj elements. We can form a new matrix that has sub-letters as
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inputs and columns as outputs. In this new matrix, all columns and all rows have Lj

elements. In our example, the new matrix for the first row of V is :

col.1 col.2 col.3 col.4 col.5 col.6 col.7

A1 2 1 0 0 0 0 0

A2 0 0 2 1 0 0 0

A3 0 0 0 0 1 1 1

B1 1 1 0 1 0 0 0

B2 0 0 0 0 1 1 1

C1 0 1 1 1 0 0 0

C2 0 0 0 0 1 1 1


We can now apply the Birkhoff-von Neumann decomposition theorem to this ma-

trix, by decomposing it into a sum of Lj permutations [12, 19].1 By reading column

after column, each of the Lj permutations gives a sequence of sub-letters that corre-

sponds to a row of the desired L-G schedule. Therefore, the Lj permutations yield

the Lj rows of the L-G schedule corresponding to group j. In our example, the first

permutation could be:

col.1 col.2 col.3 col.4 col.5 col.6 col.7

A1 1 0 0 0 0 0 0

A2 0 0 1 0 0 0 0

A3 0 0 0 0 1 0 0

B1 0 1 0 0 0 0 0

B2 0 0 0 0 0 1 0

C1 0 0 0 1 0 0 0

C2 0 0 0 0 0 0 1


,

1In this case, since all elements are integers, we can equivalently apply König’s edge-coloring
theorem, which states that the edge-coloring number of a bipartite graph is equal to its maximum
degree [55, 73]. Therefore, we can use graph-coloring algorithms instead [1, 26, 27, 74]. Note that
the Slepian-Duguid algorithm is also a practical alternative for fast implementation [34, 41, 77].
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yielding the first row of:
A1 B1 A2 C1 A3 B2 C2

A1 C1 A2 B1 C2 A3 B2

B1 A1 C1 A2 B2 C2 A3


We finally replace each sub-letter by the corresponding letter, and get the valid

L-G schedule. Upon examination of the algorithm, it is clear that we only permute

letters within the same column of the same sending group, thus yielding a valid L-G

schedule. In our example, the resulting L-G schedule is:

U =



A B A C A B C

A C A B C A B

B A C A B C A

B A A B A C C

C B B A C A A

A A C C A B B

C C B A B A A


From a Valid L-G Schedule to a Valid L-L Schedule

We transformed above any valid G-G schedule into a valid L-G schedule. We will

now transform the valid L-G schedule into a valid L-L schedule.

We apply the Birkhoff-von Neumann theorem for each letter. First, we replace

each A with a “1”, and every other letter with a “0”. For our example, we get:

A 0 A 0 A 0 0

A 0 A 0 0 A 0

0 A 0 A 0 0 A

0 A A 0 A 0 0

0 0 0 A 0 A A

A A 0 0 A 0 0

0 0 0 A 0 A A


→



1 0 1 0 1 0 0

1 0 1 0 0 1 0

0 1 0 1 0 0 1

0 1 1 0 1 0 0

0 0 0 1 0 1 1

1 1 0 0 1 0 0

0 0 0 1 0 1 1
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We then decompose the above matrix into the sum of Li different permutations,

such that the lth permutation will indicate at which times linecard l is scheduled. Since

there are exactly L1 ones (corresponding to the L1 A’s) in each row and column, this

is possible by Birkhoff-von Neumann. In our example, we can decompose the above

matrix into the sum of three permutations:



1 0 0 0 0 0 0

0 0 1 0 0 0 0

0 0 0 1 0 0 0

0 1 0 0 0 0 0

0 0 0 0 0 0 1

0 0 0 0 1 0 0

0 0 0 0 0 1 0


+



0 0 1 0 0 0 0

1 0 0 0 0 0 0

0 0 0 0 0 0 1

0 0 0 0 1 0 0

0 0 0 0 0 1 0

0 1 0 0 0 0 0

0 0 0 1 0 0 0


+



0 0 0 0 1 0 0

0 0 0 0 0 1 0

0 1 0 0 0 0 0

0 0 1 0 0 0 0

0 0 0 1 0 0 0

1 0 0 0 0 0 0

0 0 0 0 0 0 1


Applying this method to each letter, we then create a valid L-L schedule, with

exactly one occurrence of each receiving linecard index in each row and column. In our

example, we get the following valid L-L schedule, hereby concluding the construction

process:

T =



1 4 2 6 3 5 7

2 6 1 5 7 3 4

4 3 7 1 5 6 2

5 1 3 4 2 7 6

7 5 4 3 6 2 1

3 2 6 7 1 4 5

6 7 5 2 4 1 3


4.4.7 Practical Considerations

Upon linecard failure, current network protection switching time requirements

impose that restoration time be below 50ms in order to provide a fast recovery [4,

42, 81, 82]. A Stanford student, Srikanth Arekapudi, implemented the algorithm in
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Figure 4.7: Running time in milliseconds of the algorithm implementation, as a func-
tion of the number of linecards. The plot represents the worst-case, average and
best-case values for each range.

Verilog in order to estimate how long the algorithm takes to run in practice [5, 6].

Because of the Verilog simulation time, he also developed a cycle-accurate C-model

and verified its accuracy by comparing it with the Verilog implementation. The C-

model reports the number of clock cycles the Verilog simulation would run for. Given

an arrangement of linecards and groups, the program finds a valid linecard schedule

to configure the MEMS switches and electronic crossbars. The objective is for the

implementation to run in less than 50ms.

In the simulation, the program first selects a number of linecards between 0 and

640. Then, it spreads linecards uniformly at random over G = 40 groups, with

a maximum of 16 linecards per group. This is repeated for different linecard ranges

between 0 and 640 (e.g., a range of 50 linecards between 100 and 149). For each range,

the worst case times are collected for each run over 1000 runs. The implementation

assumes that the clock cycle is 4ns, and that the degree of parallelism can be equal

to the number of groups for the L-L and L-G schedules. It does not consider the time

required to upload and download the matrix information to/from the chips.
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Figure 4.8: Possible system packaging for a 100 Tb/s router with 640 linecards ar-
ranged as 40 racks with 16 linecards per rack.

Figure 4.7 illustrates the running time of this implementation in milliseconds, as

a function of the number of linecards. The main result is that the worst-case running

time for all trials was under the 50ms delay allowed for a router to recover from a

failure. Of course, a real-life implementation might make different assumptions about

the clock speed, the degree of parallelism, and so on. However, the complexity of the

algorithm seems to be roughly right, at least within an order of magnitude. (Note

that if the algorithm was too complex, we could also run the algorithm in advance

and store the results for all possible single-linecard or single-group failures.)

4.5 Practicality and Reliability of the 100Tb/s

Router

We have seen above how a load-balanced router can be implemented and scheduled

using the MEMS-based architecture. It is now worth asking: Can we build a 100Tb/s

router using this architecture, and if so, could we package it in a way that network

operators could deploy it in their network?

We believe that it is possible to build the 100Tb/s MEMS-based router with
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Figure 4.9: Bit-sliced crossbars for the MEMS-based architecture. (a) represents the
transmitting side of the switch fabric. (b) represents the receiving side of the switch
fabric.

technology available today. The system could be packaged in multiple racks as shown

in Figure 4.8, with G = 40 racks each containing L = 16 linecards, interconnected by

L + G− 1 = 55 statically configured 40× 40 MEMS switches.

To justify this, we break the question down into a number of smaller questions.

Our goal is to address the most critical issues that a system designer would consider

when building such a system. Clearly our list cannot be complete. Different systems

have different requirements, and must operate in different environments. With this

caveat, we consider the following different aspects.

4.5.1 The Electronic Crossbars

In the description of the MEMS-based architecture, we assumed that one electronic

crossbar interconnects a group of linecards, each at rate 2R = 320Gb/s. This is too

fast for a single crossbar, but we can use bit-slicing. We will assume W crossbar

slices, where W is chosen to make the serial link data-rate achievable. For example,

with W = 32, the serial links operate at a more practical 10Gb/s. Each slice would

be a 16×55 crossbar operating at 10Gb/s. This is less than the capacity of crossbars

that have already been reported [29].

Figure 4.9 shows L linecards in a group connected to W crossbar slices, each
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operating at rate 2R/W . As before, the outputs of the crossbar slices are connected

to lasers. But now, the lasers attached to each slice operate at a different, fixed

wavelength, and data from all the slices to the same MEMS switch are multiplexed

onto a single fiber. As before, the group is connected to the MEMS switches with M

fibers. If a packet is sent on the n-th crossbar slice, it will be delivered to the n-th

crossbar slice of the receiving group. Apart from the use of slices to make a parallel

datapath, the operation is the same as before.

Each slice would connect to M = 55 lasers or optical receivers. This is probably

the most technically challenging, and interesting, design problem for this architecture.

One option is to connect the crossbars to external optical modules, but this might

lead to prohibitively high power consumption in the electronic serial links. We could

reduce power if we could directly connect the optical components to the crossbar

chips. The direct attachment (or “solder bumping”) of III-V opto-electronic devices

onto silicon has been demonstrated [56], but is not yet a mature, manufacturable

technology. Another option is to attach optical modulators rather than lasers. An

external, high powered continuous wave laser source could illuminate an array of

integrated modulators on the crossbar switch. The array of modulators modulate the

optical signal and couple it to an outgoing fiber [57].

4.5.2 Packaging 100Tb/s of MEMS Switches

We can say with confidence that the power consumption of the optical switch fabric

will not limit the router’s capacity. Our architecture assumes that a large number

of MEMS switches are packaged centrally. Because they are statically configured,

MEMS switches consume almost no power, and all 100Tb/s of switching can be easily

packaged in one rack using MEMS switches commercially available. Compare this

with a 100Tb/s electronic crossbar switch, that connects to the linecards using optical

fibers. Using today’s serial link technology, the electronic serial links alone would

consume approximately 8kW (assume 400mW and 10Gb/s per bidirectional serial

link). The crossbar function would take at least 100 chips, requiring multiple extra

serial links between them; hence the power would be much higher. Furthermore, the
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switch needs to terminate over 20,000 optical channels operating at 10Gb/s. Today,

with commercially available optical modules, this would consume tens of kilowatts,

would be unreliable and prohibitively expensive.

4.5.3 Fault-Tolerance

The load-balanced architecture is inherently fault-tolerant. First, because it has

no centralized scheduler, there is no electrical central point of failure for the router.

The only centrally shared devices are the statically configured MEMS switches, which

can be protected by extra fibers from each linecard rack, and spare MEMS switches.

Second, the failure of one linecard will not make the whole system fail; the MEMS

switches are reconfigured to spread data over the correctly functioning linecards.

Third, the crossbars in each group can be protected by an additional crossbar slice.

4.5.4 Building 160Gb/s Linecards

We assume that the address lookup, header processing and buffering on the

linecards are all electronic. At 160Gb/s, a new minimum length 40-byte packet

can arrive every 2ns, which can be processed by a pipeline in dedicated hardware

in a 90nm ASIC process. 40Gb/s linecards are already commercially available, and

reductions in geometries and increases in clock speeds make 160Gb/s possible.

Address lookups are challenging at this speed, but pipelined lookups every 2ns for

IPv4 longest-prefix matching are feasible. For example, one could use 24Mbytes of

2ns SRAM (Static RAM) and the brute force lookup algorithm in [39] that completes

one lookup per memory reference in a pipelined implementation. Alternatively, one

could use four 40Gb/s address lookup devices in parallel.

The biggest challenge is simply writing and reading packets from buffer memory

at 160Gb/s. Router linecards contain 250ms or more of buffering so that TCP will

behave well when the router is a bottleneck, which requires the use of DRAM (dy-

namic RAM). Currently, the random access time of DRAMs is 40ns, and historically

DRAMs have increased in random access speed by only 10% every 18 months. This
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problem is solved in [44] by designing a packet buffer using commercial memory de-

vices, but with the speed of SRAM and the density of DRAM. This technique makes

it possible to build buffers for 160Gb/s linecards and 128-byte cells.

4.5.5 Packaging 16 Linecards in a Rack

Network operators frequently complain about the power consumption of 10Gb/s

and 40Gb/s linecards today (200W per linecard is common). If a 160Gb/s linecard

consumes more power than a 40Gb/s linecard today, then it will be difficult to package

16 linecards in one rack (16 × 200 = 3.2kW ). If improvements in technology do not

solve this problem over time, we can put fewer linecards in each rack, so long as

G × L ≥ 640. For example, we could halve the number of linecards per rack and

double the number of groups. This comes at the expense of slightly more MEMS

switches (M ≥ L + G− 1).

4.6 Consequences

In this chapter, we proposed an architecture for a high-performance router. With

this architecture, a router can scale to a high number of linecards. It can also oper-

ate correctly when populated with any number of linecards connected to any ports.

Finally, it can send packets without conflicts, and find a new schedule in less than

50ms in the event of a linecard failure.

All the above considerations illustrate what we set out to do: to design a 100Tb/s

load-balanced router, with guaranteed 100% throughput under all traffic conditions.

The architecture we described, including the switch fabric and the linecards, can be

built using technology available today, and fit within the power constraints required

by network operators.
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Conclusion

This thesis has demonstrated that it is possible today to build a 100Tb/s load-

balanced Internet router with an optical switch fabric, a 100% throughput guarantee,

and an average packet delay within a constant from the optimum for any traffic arrival

pattern. The router does not exhibit packet reordering, and needs no centralized

scheduling, no frequent exchange of state information, and no frequent switch fabric

reconfigurations.

5.1 Towards a Simpler Internet

No high-speed commercial router today can guarantee 100% throughput for all

traffic arrival patterns. Therefore, in order to obtain sufficient throughput guarantees,

network operators over-provision capacity in central offices by aggregating several

routers per central office. In addition, router capacity nearly follows Moore’s law and

doubles every 18 months [52], while Internet traffic demand is reported to be doubling

every year [63, 64]. Therefore, router capacity grows more slowly than Internet traffic

demand. Unless something changes, network operators will continue to place more

and more routers in each central office. For instance, among the network operators

considered in [78, 79], the mean central office size is 7.6, and large central offices have

over 40 routers.

However, such ad-hoc aggregations of routers do not guarantee 100% throughput

for all traffic arrival patterns. These clusters are also increasingly difficult to manage,

74
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and waste significant capacity interconnecting the routers. Operators would therefore

like to replace these routers with a single large router per central office.

In this thesis, we have shown that it is possible today to build a router that can

handle all traffic in a central office as well as guarantee 100% throughput for all traffic

patterns. This router is a load-balanced router.

Therefore, a direct consequence is that network operators can replace router ag-

gregates with a single router in their central offices. This single large router will

simplify the management of central offices and guarantee that they are fully utilized.

5.2 Future Directions in Load-Balanced Router

Architectures

Throughout this thesis, it has been assumed that the load-balanced router has

three stages of packet processing and buffering. First, the input stage, with address

lookup, packet processing and, at most, a small coordination buffer. Second, the

intermediate stage, with most of the packet buffering. And last, the output stage,

with at most a small reordering coordination buffer.

All these stages are realized in an electronic linecard. However, this electronic

linecard consumes power because of the optical-to-electrical and electrical-to-optical

conversions as well as because of the electrical links. In the future, designers might

want to use optics in the linecards and implement these three stages with optical

components. The use of optics will decrease power consumption and increase band-

width.

However, two functions in high-speed routers seem to be out of reach of optics

for the near future: the address lookup and the main buffering. Therefore, we can

expect router designers to group these two functions in the same stage and implement

the two other stages using optics. Since the address lookup cannot be located in the

output, there are two stages in which it is possible to group the lookup and buffering

functions: the intermediate stage and the input stage. Let us consider these two

possibilities.
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First, with the basic load-balanced router defined in the Introduction, it is possible

to group the lookup and buffering functions in the intermediate stage. For instance,

assuming arrivals of fixed-size packets, an optical input stage could simply point to

different outputs in a round-robin order and spread packets as they arrive. The elec-

tronic intermediate stage would implement the address lookup, packet classification

and packet buffering. Finally, the optical output stage would receive the (possibly

out-of-order) packets and forward them to the output line.

Alternatively, one promising trend in current research is to examine whether to

implement the lookup and buffering functions in the input stage. In [22], C.-S. Chang

et al. develop a scheme in which the main buffering is realized at the input stage, while

the intermediate stage only contains a small coordination buffer. Under this scheme,

the electronic input linecard can realize the address lookup, packet classification and

packet buffering functions. Then, the optical intermediate stage and the optical

output stage can simply contain a small coordination buffer. As shown in [22], this

scheme only requires that arrival traffic be admissible over consecutive frames. Thus,

this scheme would apply particularly well to periodic traffic such as SONET. In

addition, any match in an input-queued switch is admissible by definition, and can

be considered as a frame of size 1. Therefore, this scheme can also be extended to

emulate any input-queued switch.

5.3 Applying Load-Balanced Routing to Network

Design

The main function of a router is to connect N ports, where each port transmits

and receives packets at some maximum rate R. The main function of a network is to

connect N nodes, where each node transmits and receives packets at some maximum

rate R. On the face of it, the functions are identical. So could we not use the ideas

developed in the load-balanced router to implement load-balanced networks?

In fact, we could use the load-balanced router to revolutionize the design of

metropolitan area networks [53] as well as the design of the Internet backbone [87].
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Each node would spread its arriving traffic across all other nodes, which would forward

the traffic to its correct destination. There are many interesting properties in such

a network design. Given a uniform mesh, Chapter 2 proves that the load-balanced

router would achieve an optimal throughput. In addition, by spreading packets across

several paths, it would also achieve a greater fault-tolerance, and a better security with

respect to single-path eavesdropping. Finally, multiplexing effects would also make

traffic more predictable and less bursty. Of course, challenges remain, such as reduc-

ing packet delays. However, by providing guarantees on throughput, fault-tolerance,

security and traffic predictability, this novel backbone architecture is promising for

the future scalability and reliability of the Internet.



Appendix A

Optimality of the Biased Mesh

In this Appendix, we will prove that the biased mesh achieves the maximum possi-

ble guaranteed throughput for any possible admissible capacity matrix by establishing

Proposition 7.

It helps to study how the load-balancing is done. Let the set of load-balanced paths

PLB(i, j) = {p ∈ P (i, j) : (i → j) 6∈ p}

be the set of paths p between nodes i and j such that the link i → j is not in p.

We will call paths not in PLB(i, j) direct paths. For instance, 1 → 3 → 2 is a load-

balanced path between node 1 and node 2, whereas 1 → 2 and 1 → 1 → 2 → 2 are

direct paths.

Proposition 12 p ∈ P (i, j) satisfies one of the following two cases:

(i) If p is a direct path then (i → j) ∈ p, or

(ii) If p is a load-balanced path then there exist two nodes k and l, possibly equal,

such that k 6= i, k 6= j, l 6= i and l 6= j, such that p contains i → k and l → j.

Proof: (i) clearly follows from the definition of PLB(i, j). In (ii), by definition

of PLB(i, j), at least one node is different from i, and if node k is the first node in

path p that is different from i, then k 6= j also. Similarly, if node l is the last node in

path p that is different from j, then l 6= i also.
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Using this characterization of load-balanced paths, we consider all the rate ma-

trices that are also permutation matrices, such that each node sends all its traffic to

some other node. For a permutation σ, let

S1(σ) = {i : σ(i) = i}

denote the set of nodes invariant to σ, and let

S2(σ) = {i : σ(i) 6= i} = {1, ..., N} \ S1

denote the remaining nodes. The following lemma proves a general upper bound on

the throughput θ(C) by considering the set of rate matrices that are permutation

matrices.

Lemma 13 Given a capacity matrix C, the throughput θ(C) has the following upper

bound:

θ(C) ≤ 1

2
+

1

2N
× min

σ permutation

 ∑
i∈S1(σ)

Cii +
∑

i∈S2(σ)

(Ciσ(i) − Cii)

 (A.1)

Proof: By definition of the throughput θ(C), for any permutation σ,

θ(C) ≤ θ(C, σ).

Therefore, we only need to show that for any permutation σ,

θ(C, σ) ≤ 1

2
+

1

2N

 ∑
i∈S1(σ)

Cii +
∑

i∈S2(σ)

(Ciσ(i) − Cii)

 .

Consider a given permutation σ. By definition of θ(C, σ), any node i manages to

send traffic at rate θ(C, σ) to node j = σ(i). (We know that the optimum can be

reached because the throughput θ is defined using continuous functions on compact

sets.)
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Consider then a path p between i and j = σ(i), and distinguish between the

following cases.

1. If p 6∈ PLB(i, j), then from Proposition 12, p contributes at least T p
ij to Cij.

2. If p ∈ PLB(i, j), then by Proposition 12 there exists two nodes k and l such that

k 6= i, k 6= j, l 6= i and l 6= j, and such that p contains i → k and l → j. Hence,

p will use a rate of at least T p
ij out of the capacity Cik in order to carry the link

i → k, and will also use a rate of at least T p
ij out of the capacity Clj in order to

carry the link l → j.

Therefore, p requires a total rate of at least 2·T p
ij from the non-diagonal elements

of the capacity matrix C.

These two cases show that the link between i and j = σ(i) can use non-diagonal

capacity both with direct and load-balanced paths.

In particular, the first case studies the direct paths. It shows that the link between

i and j = σ(i) uses a rate of at least
∑

p6∈PLB(i,σ(i)) T p
iσ(i) out of Ciσ(i) for the direct

paths. This is a contribution to the non-diagonal capacity if and only if σ(i) 6= i, i.e.,

i ∈ S2(σ). Also, since the capacity for the direct link should be greater than its rate

in order to be feasible, we get

Ciσ(i) ≥
∑

p6∈PLB(i,σ(i))

T p
iσ(i). (A.2)

The second case studies the load-balanced paths. It shows that the link between i and

j = σ(i) uses a rate of at least
∑

p∈PLB(i,σ(i)) 2 ·T p
iσ(i) out of the non-diagonal elements

of C for the load-balanced paths.

As a feasibility condition, the sum of the capacities of all the non-diagonal links

should be more than the sum of all the rates required from these non-diagonal links.

Therefore, using the two cases studied above, we get

non-diagonal capacity ≥ non-diagonal required rate,
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i.e.,

∑
i,j 6=i

Cij ≥
∑

i∈S2(σ)

∑
p6∈PLB(i,σ(i))

T p
iσ(i) +

N∑
i=1

∑
p∈PLB(i,σ(i))

2T p
iσ(i).

We now study the two sides of this equation. On the left hand side, since C is

admissible, we have

N −
∑

i

Cii ≥
∑
i,j 6=i

Cij.

On the right hand side, the sum of all the rates required from these non-diagonal

links can be rewritten as

∑
i∈S2(σ)

∑
p6∈PLB(i,σ(i))

T p
iσ(i)

+

[
N∑

i=1

 ∑
p6∈PLB(i,σ(i))

2T p
iσ(i) +

∑
p∈PLB(i,σ(i))

2T p
iσ(i)

−
N∑

i=1

∑
p6∈PLB(i,σ(i))

2T p
iσ(i)

]
= 2Nθ(C, σ)− 2

∑
i∈S1(σ)

∑
p6∈PLB(i,σ(i))

T p
iσ(i) −

∑
i∈S2(σ)

∑
p6∈PLB(i,σ(i))

T p
iσ(i),

using T = θ(C, σ) · σ and S1(σ) ∪ S2(σ) = {1, ..., N} in the last equality. Using

Equation (A.2), the sum of the non-diagonal rates can therefore be lower bounded by

2Nθ(C, σ)− 2
∑

i∈S1(σ)

Ciσ(i) −
∑

i∈S2(σ)

Ciσ(i).

Finally, we combine the equations and use the definition of S1(σ): i ∈ S1(σ) iff

σ(i) = i. We get

N −
∑

i

Cii ≥ 2Nθ(C, σ)− 2
∑

i∈S1(σ)

Cii −
∑

i∈S2(σ)

Ciσ(i).
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Therefore,

θ(C, σ) ≤ 1

2
+

1

2N

 ∑
i∈S1(σ)

Cii +
∑

i∈S2(σ)

(Ciσ(i) − Cii)

 .

Now we consider specific permutations. For 0 ≤ k ≤ N−1, define the permutation

σk as the kth sub-diagonal, i.e., assume that node i destines all its traffic to σk(i) =

i + k mod N . We can then apply Lemma 13 to find the upper bound corresponding

to each permutation, as expressed in the following lemma.

Lemma 14 Given a capacity matrix C, the throughput θ(C) has the following upper

bounds:

θ(C) ≤ 1

2
+

∑N
i=1 Cii

2N
, (A.3)

and

θ(C) ≤ 1

2
+

min1≤k≤N(
∑N

i=1(Ci(i+k mod N) − Cii))

2N
. (A.4)

Proof: For k = 0, S1(σk) = {1, ..., N}, hence the upper-bound from Lemma 13 is
1
2
+

∑N
i=1 Cii

2N
. Similarly, for 1 ≤ k ≤ N−1, S2(σk) = {1, ..., N}, hence this upper-bound

is 1
2

+
∑N

i=1(Ciσk(i)−Cii)

2N
.

Proposition 15 If the capacity matrix C is admissible, i.e., C is a doubly sub-

stochastic matrix, then the throughput θ(C) ≤ N
2N−1

.

Proof: We will prove this by contradiction. Suppose that θ(C) > N
2N−1

. For

0 ≤ k ≤ N − 1, let

xk =
N∑

i=1

Ci(i+k mod N).

It follows from (A.3) and (A.4) that

x0 >
N

2N − 1
, (A.5)
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and for k = 1, 2, . . . , N − 1,

xk − x0 >
N

2N − 1
. (A.6)

Therefore, we have xk > 2N
2N−1

for k = 1, 2, . . . , N − 1. Summing up for all k yields

N <
N−1∑
k=0

xk =
N∑

i=1

N∑
j=1

Ci,j.

This contradicts the assumption that the capacity matrix C is a doubly sub-stochastic

matrix.

As the biased mesh with capacity matrix Ĉ achieves the throughput N/(2N − 1),

it then follows from Proposition 15 that the biased mesh is optimal among all the

admissible capacity matrices.



Appendix B

Uniqueness of the Optimal Capacity

Matrix

In this Appendix, we will prove that the biased mesh is the only capacity matrix

that achieve the optimal throughput N/(2N − 1), and therefore we will be able to

establish Proposition 8.

Lemma 16 If an admissible capacity matrix C achieves the optimal throughput

N/(2N − 1), then the capacity matrix C satisfies

N∑
i=1

Cii =
N

2N − 1
, (B.1)

and for k = 1, 2, . . . , N − 1,

N∑
i=1

Ci(i+k mod N) =
2N

2N − 1
. (B.2)

Proof: As in the proof of Proposition 7, let

xk =
N∑

i=1

Ci(i+k mod N).
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If an admissible capacity matrix C achieves the optimal throughput N/(2N−1), then

we have from (A.3) and (A.4) that

x0 ≥
N

2N − 1
, (B.3)

and for k = 1, 2, . . . , N − 1,

xk ≥
2N

2N − 1
. (B.4)

If one of the inequalities in (B.3) and (B.4) is strict, then
∑N−1

k=0 xk will be strictly

larger than N and this will contradict to the assumption that C is admissible. There-

fore, we conclude that all the inequalities in (B.3) and (B.4) are in fact equalities.

Lemma 17 If an admissible capacity matrix C achieves the optimal throughput

N/(2N − 1), then for any permutation σ,

∑
i∈S2(σ)

(Ciσ(i) − 2Cii) = 0.

Proof: Equation (B.1) in Lemma 16 provides
∑

i∈S1(σ) Cii +
∑

i∈S2(σ) Cii =

N/(2N − 1) for any permutation σ. Hence, using Lemma 13, we get

N

2N − 1
≤ 1

2
+

1

2N
min

σ

 N

2N − 1
+
∑

i∈S2(σ)

(Ciσ(i) − 2Cii)

 ,

where the minimum is taken over the set of permutation matrices. Therefore, 0 ≤
minσ

(∑
i∈S2(σ)(Ciσ(i) − 2Cii)

)
, i.e., for any permutation σ,

0 ≤
∑

i∈S2(σ)

(Ciσ(i) − 2Cii).

We now use the fact that there are exactly (N − 1)! permutations σ such that

σ(i) = j for any nodes i and j. As a consequence, given a node i, there are exactly
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(N−1)! permutations σ such that i 6∈ S2(σ), i.e., such that σ(i) = i. Therefore, there

are exactly N !− (N − 1)! permutations σ such that i ∈ S2(σ). We can deduce that

∑
σ

 ∑
i∈S2(σ)

(Ciσ(i) − 2Cii)

 = (N − 1)!
∑
i,j 6=i

Cij − 2(N !− (N − 1)!)
∑

i

Cii

= (N − 1)!
∑
i,j

Cij − (2N !− (N − 1)!)
∑

i

Cii

= N !− (N − 1)! · (2N − 1) · N

2N − 1
= 0,

where we use (B.1) in the last equality. Therefore, given that the sum of all these

numbers is 0, and that they were all shown to be nonnegative, this means that they

are all null.

The next lemma enables us to determine the exact value of the diagonal elements

of C.

Lemma 18 If an admissible capacity matrix C achieves the optimal throughput

N/(2N − 1), then for all i,

Cii =
1

2N − 1
.

Proof: Pick arbitrarily any node — for instance, node 1 without loss of general-

ity. For any node j 6= 1, consider the permutation σ such that σ(1) = j, σ(j) = 1, and

the restriction of σ to the other elements is the identity. By Lemma 17, C1j + Cj1 =

2(C11 +Cjj). Summing over all such j’s yields
∑N

j=2(C1j +Cj1) =
∑N

j=2 2(C11 +Cjj).

Adding 2C11 on each side of the equation and using (B.1) and (B.2) yields

1 + 1 = 2(N − 1)C11 +
2N

2N − 1
.

Hence C11 = 1
2N−1

. Since we picked the first node arbitrarily, this is similarly true for

any node.

Proposition 19 The only matrix C that can achieve the optimal throughput

N/(2N − 1) is the capacity matrix Ĉ from the biased mesh.
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Proof: Combining Lemmas 17 and 18, for any permutation σ,
∑

i∈S2(σ) Ciσ(i) =

(2 · |S2(σ)|)/(2N − 1), where |S2(σ)| denotes the number of elements in S2(σ).

Define matrix D such that Dij = Cij for i 6= j, and Dii = 2/(2N − 1) = 2Cii.

Then all row and column sums of D are equal to 1+1/(2N −1) (because C is doubly

stochastic). In addition, for any permutation σ,

∑
i

Diσ(i) =
∑

i∈S1(σ)

Diσ(i) +
∑

i∈S2(σ)

Diσ(i) =
∑

i∈S1(σ)

Dii +
∑

i∈S2(σ)

Diσ(i)

= (2 · |S1(σ)|)/(2N − 1) + (2 · |S2(σ)|)/(2N − 1) =
2N

2N − 1
.

Hence, any permutation on D has the same sum! For any two nodes i, j, construct

two permutations equal everywhere except on {D11, Di1, D1j, Dij}. Then D11 +Dij =

Di1 + D1j. Therefore, all elements of D can be written as Dij = Di1 + (D1j −D11) =

ui + vj, where u and v are two sequences defined on {1, ..., N}. Since all row and

column sums of D are the same, all elements of D are equal; therefore, all non-diagonal

elements of C are equal, and finally C = Ĉ.

Therefore, we have finally established Proposition 8.



Appendix C

Proof that UFS Has 100% Throughput

The following useful lemma characterizes the behavior of a work-conserving server:

Lemma 20 ([18] p. 7) Consider a work-conserving server and let A(t) and B(t)

respectively denote its cumulative number of arrivals and services until time t. Assume

that its service capacity is one packet per time-slot. Then for all t ≥ 0,

B(t) = min
0≤s≤t

[A(s) + t− s].

We are ready to prove that UFS guarantees 100% throughput. Consider a given

output k. Let Ak(t), Bk(t) and Ck(t) respectively denote the cumulative number of

arrivals at the inputs, at the intermediate inputs, and at output k of the load-balanced

router, for all packets destined to output k.

Theorem 21 UFS has the same throughput as an ideal output-queued router, irre-

spective of the (infinite) arrival process.

Proof: First, note that each input can contain at most N(N − 1) packets

without having a full frame. Also, the presence of a full frame makes the input work-

conserving (within a delay bounded by N − 1). Finally, there is at most one arrival

per time-slot at each input. Therefore, when the input becomes work-conserving, it

contains at most N(N − 1)+N − 1 = N2− 1 packets (after services), and its number

of packets cannot increase further. When the input is not work-conserving anymore,

it is because there was no full frame left, and therefore the number of packets in the
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input was bounded again by N(N−1) packets. Therefore, there can be at most N2−1

packets in any input at any time (not counting the packet being serviced). Hence, the

N inputs contain at most N3 packets, and in particular at most N3 packets destined

to output k. As a consequence, for any t ≥ 0,

Bk(t) ≥ Ak(t)−N3.

(This assumes that packet transmissions are instantaneous. If packet transmission

delay is τ > 0, this result becomes Bk(t) ≥ Ak(t−τ)−N3 and the following equations

can be generalized accordingly.)

Second, let Bk
FF (t) be the number of packets in the full frames completely arrived

at the intermediate inputs. For any flow, there are at most N − 1 packets in the

intermediate queues such that their full frame has not yet completely arrived. (For

the mesh model allowing simultaneous transmissions, this number is always zero.)

Since there are at most N flows going to output k,

Bk
FF (t) ≥ Bk(t)−N(N − 1) ≥ Ak(t)−N3 −N(N − 1).

The switching stage is work-conserving whenever there is at least one full frame

completely arrived at the intermediate inputs. Therefore, the switching stage will

service at least as many packets as an hypothetical work-conserving server of unit

capacity whose arrivals would follow Bk
FF (t). Hence, using Lemma 20:

Ck(t) ≥ min
0≤s≤t

[Bk
FF (s) + t− s]

≥ min
0≤s≤t

[Ak(s) + t− s−N3 −N(N − 1)]. (C.1)

We now compare this router with an output-queued router that would have the

same arrivals. The behavior of the packets destined to output k in this output-

queued router can be modeled by a work-conserving server with arrivals Ak(t) and

deterministic constant inter-service time of 1. We will call Ck
OQ(t) the cumulative
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number of services of this server. Then, using Lemma 20, we get

Ck
OQ(t) = min

0≤s≤t
[Ak(s) + t− s]. (C.2)

Finally, we can compare Equation C.1 and Equation C.2:

Ck(t) ≥ min
0≤s≤t

[Ak(s) + t− s]−N3 −N(N − 1) = Ck
OQ(t)−N3 −N(N − 1).

Hence, the number of packets serviced by UFS is within a constant (with respect to

t) from the number of packets serviced by an output-queued router. This implies that

UFS always has the same throughput as an output-queued router, irrespective of the

infinite arrival process.



Appendix D

Proof that FOFF Sends Packets in Order

D.1 Intuition on the FOFF scheme

FOFF has three distinctive features that will be used in the proof. First, for

any given flow, packets leave the input stage in order. Second, this scheme is work-

conserving for frames, in the sense that every N time-slots, if there is at least one full

frame then N packets will be served in the next frame. Finally, the third feature is

that if there is no full frame left, then flows are served in round-robin, which avoids

starvation when throughput is strictly less than 1.

D.2 Assumptions

We now assume that we take a snapshot of the router every N time-slots. We will

denote this period of N time-slots as a frame slot. During every frame slot, each input

can send at most one packet to each intermediate input. Similarly, each intermediate

input can send at most one packet to each output.

We will assume that at each frame slot, the first input sends first all its packets

to the intermediate inputs, then the second input does so, and so on. Of course, the

router does not need to operate this way, but this is easier to understand conceptually.

There are two possible ways of implementing such an order. A first approach is to

define the origin of time differently for each linecard. It is then possible to evaluate
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the queue occupancy in each linecard in staggered time slots. A second approach is

to use shift registers, with no memory speed-up. At time slots i, N + i, 2N + i, ...,

input linecard i selects an output destination. For instance, assume that this output

is k. Over the next N time slots, input linecard i sends packets destined to output

k in a round-robin order to the N intermediate input linecards. Specifically, in time

slot i+j−1, input linecard i sends to intermediate input linecard j a packet destined

to output k. Then, the incoming packets to intermediate input linecard j are delayed

by N − j time slots. Similarly, in time slot j + k − 1, intermediate input linecard j

sends a packet destined to output linecard k. Once again, the incoming packets to

output linecard k are delayed by N − k time slots. This scheme guarantees the frame

slot snapshot model defined above with a fixed delay of N time slots for a packet to

be sent from one linecard stage to the next.

Finally, by convention, we will assume that for every frame slot, the following order

occurs: arrivals at the inputs, departures from the inputs, arrivals at the intermediate

inputs, and so on. Queue sizes are measured at the end of the frame slot.

D.3 Notations and Lemmas

A feature of the FOFF algorithm is that each of the three linecard stages can be

implemented with only N queues. This is clear for the first two stages. For the third

stage, Theorem 25 will show that the reordering buffer can be implemented with at

most N2 packets arranged into N queues, one for each intermediate input. In order to

prove it, we first introduce notations and consecutively prove several lemmas. In the

lemmas, we will show that inputs send approximately the same number of packets to

each intermediate input. This results in an occupancy that is approximately the same

in all intermediate inputs. Therefore, the reordering, which results from a difference

of queue occupancy between intermediate inputs, can be bounded. And consequently,

the reordering buffer size at the output can also be bounded.

We will assume in the remainder of the proof that the propagation delay d between

the inputs and the intermediate inputs is equal to zero. Similarly, we will also assume

that the propagation delay between the intermediate inputs and the outputs is equal
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Figure D.1: Proof notations.

to zero as well. If this delay was a positive constant, it would change the total delay

by a constant, but would not affect any of the other results.

For 1 ≤ i, j, k ≤ N , let S(i, k) denote the set of all packets belonging to the flow

from input i to output k, and S(i, j, k) be the set of all packets in S(i, k) that are

designated to go (or already went) through intermediate input j. Clearly S(i, k) =⋃
j S(i, j, k). As shown in Figure D.1, let the couples (Aijk(t), Bijk(t)), (Cijk(t),

Dijk(t)) and (Eijk(t), Fijk(t))) denote the cumulative number of (arrivals, departures)

of packets in S(i, j, k) at the end of frame slot t at input i, intermediate input j and

output k. For instance, Bijk(t) − Aijk(t) represents the number of packets from

S(i, j, k) stored in input linecard i. Given these assumptions and notations, we have

the following equations.

First, by causality, Aijk(t) ≥ Bijk(t) ≥ Cijk(t) ≥ Dijk(t) ≥ Eijk(t) ≥ Fijk(t).

Second, the instantaneous transmission implies that Cijk(t) = Bijk(t) and

Eijk(t) = Dijk(t).

Third, in input i, arriving packets that belong to S(i, k) are sent in round-robin

order among all intermediate linecards, starting with intermediate linecard 1. For-

mally, if AS(i,k)(t) is the cumulative number of arriving packets that belong to S(i, k),
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[21] proves that:

Aijk(t) =

⌈
AS(i,k)(t) + 1− j

N

⌉
.

Therefore, given any tuple {i, j1, j2, k}, the difference between Aij1k(t) and Aij2k(t) is

bounded by 1, and Aij1k(t) can be greater only if j1 < j2. This is a general property

of round-robin scheduling. Similarly, since packets from a given flow leave inputs in

order, they are also serviced in round-robin, and therefore the same is true for Bij1k(t)

and Bij2k(t). Given the equality C(t) = B(t), it applies also to Cij1k(t) and Cij2k(t).

This proves the following lemma:

Lemma 22 For each flow, the difference in the cumulative number of arrivals at two

different intermediate inputs is bounded by 1. In addition, if an intermediate input

has more arrivals than another one, then its index must be lower.

Let Qjk(t) be the occupancy of the VOQ at intermediate input j for output k at

the end of frame slot t. Given Lemma 22, the next lemma will bound the difference

in occupancy for a given output between different intermediate input linecards.

Lemma 23 For all intermediate inputs j1, j2, output k and frame slot t:

|Qj1k(t)−Qj2k(t)| ≤ N.

Proof: Assume without loss of generality that j1 < j2. Since the link between

intermediate input j1 and output k is work-conserving at each frame slot, we have [18]:

Qj1k(t) = max
0≤s≤t

(
∑

i

[Cij1k(t)− Cij1k(s)]− (t− s)).

For instance, this maximum could be reached for some s′:

Qj1k(t) =
∑

i

[Cij1k(t)− Cij1k(s
′)]− (t− s′).
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Similarly,

Qj2k(t) = max
0≤s≤t

(
∑

i

[Cij2k(t)− Cij2k(s)]− (t− s))

=
∑

i

[Cij2k(t)− Cij2k(s
′′)]− (t− s′′).

The first consequence is:

Qj2k(t) ≥
∑

i

[Cij2k(t)− Cij2k(s
′)]− (t− s′)

=
∑

i

[Cij2k(t)− Cij2k(s
′)] + {Qj1k(t)−

∑
i

[Cij1k(t)− Cij1k(s
′)]}

= Qj1k(t) +
∑

i

{[Cij2k(t)− Cij1k(t)] + [Cij1k(s
′)− Cij2k(s

′)]}

≥ Qj1k(t) +
∑

i

{−1 + 0}

= Qj1k(t)−N.

Similarly, the second consequence is:

Qj1k(t) ≥ Qj2k(t) +
∑

i

{[Cij1k(t)− Cij2k(t)] + [Cij2k(s
′′)− Cij1k(s

′′)]}

≥ Qj2k(t) +
∑

i

{0− 1}

= Qj2k(t)−N.

Hence |Qj1k(t)−Qj2k(t)| ≤ N .

Since packets from a given flow can traverse different intermediate input linecards,

it is possible that packets will arrive at the output linecards out-of-order. The next

lemma bounds the amount of reordering for a given flow.

Lemma 24 If two packets p1 and p2 belong to S(i, k), and p1 arrives at input i before

p2, then p1 will arrive at output k at most N frame slots after p2.

Proof: If a packet p1 from S(i, k) arrives at intermediate input j1 at t1, it will

leave the intermediate input at t1 +Qj1k(t1) because of the work-conserving property
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mentioned above. Since packets of the same flow leave the input stage in order, a

packet p2 from S(i, k) arriving later at input i will thus arrive at intermediate input

j2 at t2 ≥ t1. As a result, p2 will leave j2 at

t2 + Qj2k(t2) = t1 + Qj2k(t1) +

[t2 − t1 + Qj2k(t2)−Qj2k(t1)]

≥ t1 + Qj2k(t1)

(by the work-conserving property). Hence p2 will not leave the intermediate input

before t1 +Qj1k(t1)+(Qj2k(t1)−Qj1k(t1)) ≥ t1 +Qj1k(t1)−N . Therefore p1 will leave

the intermediate stage at most N frame slots after p2 leaves.

D.4 Theorem

The following theorem shows how the reordering buffer can be implemented with

only N queues and N2 packets.

Theorem 25 If there are N2 + 1 packets in the queue, the head-of-line packet of at

least one of the N queues can be sent while keeping packets in order. Therefore, the

reordering buffer size needs to be at most N2 (N2 +1 if including the packet currently

being serviced) in order for packets to leave the router in order.

Proof: As assumed above, at output k, during a given frame slot, we first

have up to N arrivals from the N intermediate inputs, and then we have up to N

departures. We will of course assume that packets can only depart in order.

We will show that whenever the number of packets queued in a given output k is

strictly bigger than N2, the output is work-conserving, i.e., the head-of-line packet

of at least one of the N queues can depart while keeping packets ordered. Since the

number of arrivals cannot exceed the number of departures when the output is work-

conserving, this would clearly show that the queue occupancy of output k is bounded

by N2. As a consequence, we would only need a reordering buffer size of at most N2

in order for packets to leave the router in order.
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p2

hol1p1

hol2hof1

hol3=
hof3

hof2

j1

j3

j2

Figure D.2: View of the reordering buffer of output k. In this example, the head of
line of queue j3 is also head of flow, and therefore can leave the output without any
packet reordering

Assume that there are more than N2 packets queued in a given output k at frame

slot t. Since at most N packets could arrive at output k in one frame slot, by the

pigeonhole principle at least one of the packets queued did not arrive in the last N

frame slots. Call this packet p2, and let i be such that p2 ∈ S(i, k). By Lemma 24,

the head of flow p1 of p2 is also necessarily queued in output k, in some queue j1.

Therefore, there is at least one head of flow queued in output k if there are more than

N2 packets in output k.

We now show that there is at least one head of flow in the router that is also head

of line of one of the queues in output k. This will prove that the head-of-line packet

of at least one of the N queues can depart while keeping packets in order.

Given the above assumption, if packet p1 is head-of-line for its intermediate input

j1, then p1 can depart. Otherwise, consider the head-of-line for j1, hol1, which has

already arrived at output k (illustrated in Figure D.2). If hol1 is a head of flow, it can

depart. Otherwise, let hof1 be the head of the flow of hol1, which went through some

intermediate input j2. We now show that hof1 is queued in output k. We know that

hof1 arrived at its intermediate input no later than hol1, because they are from the

same flow. In addition, hol1 arrived before p1, because they went through the same
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intermediate input. Finally, p1 arrived no later than p2 (same flow). Therefore, hof1

reached the intermediate inputs before p2. By Lemma 23, since p2 arrived at output

k by frame slot t−N , hof1 must have arrived at output k by frame slot t. Therefore,

hof1 must be queued in output k.

Again, if hof1 is the head-of-line for its intermediate input j2, hof1 can depart.

Otherwise, consider hol2, the head of line for hof1. If hol2 is head of flow, it can

depart. Otherwise, consider the head of flow for hol2, hof2, which went through some

intermediate input j3. By repeating the same method, we can continue considering

the head of flow of the head of line for successive intermediate inputs j1, j2, j3, ....

Since each new head of flow arrived strictly before the one previously considered, the

algorithm cannot visit the same intermediate input twice. Given that there are only

N intermediate inputs, the algorithm must converge towards a packet that is both

head of flow and head of line. This packet can then depart while keeping packets in

order.



Appendix E

Proof of Average Packet Delay with FOFF

Our objective is to prove that the average packet delay through a load-balanced

router using FOFF is within a constant of the average packet delay through a (work-

conserving) output-queued router, assuming that both are defined.

In the proof, we will consider some arrival sequence A(t). Given this arrival

sequence, we will assume that the average delay through a work-conserving router

is defined and finite, and will attempt to prove that, if defined, the average delay

through the load-balanced router is within a constant of the average delay for a work-

conserving router. The proof will rely on several lemmas. These lemmas will consider

the effect of using delay lines on the departures from a work-conserving router, and

try to compare the load-balanced router with work-conserving routers using delay

lines.

Throughout the lemmas, let B(t){A(t)} denote the cumulative number of departures

in a router with cumulative arrival traffic A(t). For instance, by Lemma 20, in a

work-conserving router (noted WC), the cumulative number of departures B(t)WC
{A(t)}

satisfies:

B(t)WC
{A(t)} = min

0≤s≤t
[A(s) + t− s]. (E.1)

Two routers S1 and S2 are defined as equal if they have the same number of

packet departures for the same arbitrary packet arrivals, irrespective of the packet

order. In other words, the two routers are equal if their respective cumulative numbers

99
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of departures satisfy for all sequences {A(t)}:

B(t)1
{A(t)} = B(t)2

{A(t)}.

Similarly, a router S1 is said to be better than another router S2 if for any arrival

traffic A(t), and for any time-slot, S1 has at least as many departures as S2. This

will be noted as

B(t)1
{A(t)} ≥ B(t)2

{A(t)}.

For instance, a work-conserving router is known to be better than any router of output

capacity 1.

The following lemma will prove that it is possible to permute work-conserving

routers and delay lines, and still get equal systems.

Lemma 26 Consider a first system S1 comprising a work-conserving router followed

by delay lines of delay d, noted as S1 = (WC, DL(d)) (where DL(d) represents a De-

lay Line of duration d ≥ 0). Similarly, consider a second system S2 comprising delay

lines of delay d followed by a work-conserving router, noted as S2 = (DL(d), WC).

Then S1 and S2 are equal.

Proof: Let A denote the cumulative number of arrivals at each router, with

A(0) = 0. Let B1 (resp. B2) denote the cumulative number of departures from each

system. For t ≥ d,

B1(t) = B(t− d)WC
{A(t)} = min

0≤s≤t−d
[A(s) + (t− d)− s],

and

B2(t) = B(t)WC
{A(t−d)} = min

0≤s≤t
[A(s− d) + t− s].

But then, using u = s− d,

B2(t) = min
−d≤u≤t−d

[A(u) + t− (u + d)] = min
−d≤u≤t−d

[A(u) + (t− d)− u].

Comparing this with the expression of B1(t), we thus just need to show that for u < 0,
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A(u) + (t− d)− u ≥ A(0) + (t− d)− 0, in order to prove that B2(t) = B1(t). Since

for u < 0, A(u) = A(0) = 0, the result follows.

The following lemma will help us compare tandems of routers with tandems of

work-conserving routers.

Lemma 27 Consider a system composed of two routers S1 and S2. Assume that for

any arrival traffic A(t), S1 is better than WC, i.e.,

B(t)1
{A(t)} ≥ B(t)WC

{A(t)}. (E.2)

Also assume that S2 behaves better than WC when their arrivals are the departures

from S1. In other words, if the departures from S1 are written as

D(t) = B(t)1
{A(t)}, (E.3)

then

B(t)2
{D(t)} ≥ B(t)WC

{D(t)}. (E.4)

Then the tandem (S1, S2) behaves better than a tandem of two work-conserving routers

(WC, WC).

Proof: We assumed that B(t)2
{D(t)} ≥ B(t)WC

{D(t)}. The first term of Inequal-

ity (E.4) denotes the departures from the tandem (S1, S2), while the second term de-

notes the departures from the tandem (S1, WC). Thus, since we know that (S1, S2) is

better than (S1, WC), we only need to show that (S1, WC) is better than (WC, WC)

in order to prove the lemma. However, we also know that S1 has more departures

than WC given the same arrival pattern. These departures are then used as the

arrivals at the second WC in both tandems. By Equation (E.1), a WC having more

arrivals will have at least as many departures, therefore (S1, WC) will have at least

as many departures than (WC, WC). This proves the lemma.

The following lemma considers a system that is only work-conserving when its
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queue is above a given capacity. This lemma is useful, for instance, for the analysis

of a system that only services packets by bursts, as in [44].

Lemma 28 Consider a system that satisfies the following two properties. First, there

exists a critical queue size Qc such that the router is always work-conserving when at

least Qc packets are queued. Second, whenever Q packets are queued with Q < Qc,

the router takes at most T time-slots to send Q packets. Then the system is better

than a tandem (WC, DL(T )) of a work-conserving router and a delay line of delay

T .

Proof: Let Q(t){A(t)} (resp. Q(t)WC
{A(t)}) represent the queue size of the system

(resp. of a work-conserving router) at time-slot t under arrivals A(t).

We now prove by contradiction that B(t)WC
{A(t)} − B(t){A(t)} ≤ Qc − 1 for all t.

In other words, we assume that t0 is the first time-slot when this inequality is not

satisfied, and we prove that t0 cannot exist. If t0 exists:

B(t0)
WC
{A(t)} −B(t0){A(t)} ≥ Qc

and

B(t0 − 1)WC
{A(t)} −B(t0 − 1){A(t)} ≤ Qc − 1.

In addition, given the work-conserving property (Equation (E.1)), we get

B(t0)
WC
{A(t)} ≤ B(t0 − 1)WC

{A(t)} + 1,

with equality only if there is at least one packet queued in the work-conserving system

to service at time t0. Putting these three inequalities together,

B(t0 − 1){A(t)} ≥ B(t0){A(t)}.

But since the cumulative number of departures cannot decrease, these two quantities

have to be equal, and therefore there had to be at least one packet queued in the

work-conserving system just before the departures at time t0. As a consequence, the
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queue size in the system just before the departures at t0 is:

A(t0)−B(t0 − 1){A(t)}

= [A(t0)−B(t0 − 1)WC
{A(t)}] + [B(t0 − 1)WC

{A(t)} −B(t0 − 1){A(t)}]

≥ 1 + [Qc − 1] = Qc. (E.5)

But then the system should be work-conserving by assumption, and therefore B(t0−
1){A(t)} 6= B(t0){A(t)}, which contradicts the assumption.

By the proof above, B(t)WC
{A(t)} − B(t){A(t)} ≤ Qc − 1 for all t. In addition, the

difference between these queue sizes can be serviced in at most T time-slots. (Note

that the packets in the difference will always be available to be serviced because

Q(t){A(t)} = A(t)−B(t){A(t)} ≥ B(t)WC
{A(t)}−B(t){A(t)}.) As a consequence, B(t)WC

{A(t)} ≤
B(t + T ){A(t)} for all t, hence B(t− T )WC

{A(t)} ≤ B(t){A(t)} for all t.

The following lemma reminds us of the fact that having more packets leave earlier

implies having a lower average delay.

Lemma 29 Consider an infinite traffic arrival sequence A(t). Assume that the aver-

age delays for a work-conserving router and some router S are both defined.1 Assume

also that S satisfies B(t){A(t)} ≥ B(t)WC
{A(t)}. Then the average delay for S is at most

the average delay for the work-conserving router.

Proof: When defined, the average packet delay does not depend on the packet

order. This is because the total packet delay until some time t is just the integral

of the difference between A(t) and B(t){A(t)} (resp. B(t)WC
{A(t)}) between 0 and t.

Therefore, we can assume that the packet order is the same in both routers without

loss of generality. Packets always leave the router earlier than (or at the same time

as) the work-conserving router. Therefore, the result follows.

Theorem 30 Consider an infinite traffic arrival sequence A(t). Assume that the

average delays for a work-conserving router and a load-balanced router using FOFF

are both defined. Then the average packet delay through a load-balanced router using

1If the average delay for a router does not exist, at least a limsup exists and satisfies the same
properties.
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FOFF is within a constant of the average packet delay through a (work-conserving)

output-queued router.

Proof: First, each input of the load-balanced router services one packet per time-

slot whenever this input has at least one full frame of N packets. By the pigeonhole

principle, this necessarily happens whenever the input has at least N(N − 1) + 1

packets. In addition, whenever the input has at most Q = N(N − 1) packets (before

arrivals), it takes at most N2 time-slots to service at least Q packets. Therefore, by

Lemma 28, any input linecard is better than a tandem of a work-conserving router

and a delay line of delay N2. But since any input can have at most one arrival and

one departure per time-slot, the work-conserving router is just a forwarding router.

Thus any input linecard is better than a delay line of delay N2.

Similarly, consider the system formed by all packets destined to a given output

k in the intermediate linecards. Applying the pigeonhole principle as above, if this

set has N(N − 1) + 1 packets, all intermediate inputs will be non-empty (because

of Lemma 23) and the system will be work-conserving for output k. And, as above,

whenever this system has at most Q = N(N − 1) packets (before arrivals), it takes

at most N2 time-slots to service at least Q packets.

Finally, Theorem 25 proves that an output linecard is work-conserving whenever

at least Qc = N2 + 1 packets are queued. Assume that an output contains Q < Qc

packets. For each packet p in the output linecard that arrived at the output linecard

at time t− d, where d ≥ 0, any packet ahead of p in the flow order of p will arrive no

later than t− d + N2 at the output (Lemma 24). Then, by time t− d + N2, either p

departs, or it is waiting to depart but another packet is serviced at each time-slot until

it departs, i.e., the output is work-conserving until p departs. Therefore, the output

services at least as many packets as a work-conserving router that would accept any

such packet p at time t− d + N2. In other words, whenever the output linecard has

at most Q = N2 packets, it takes at most N2 time-slots to service at least Q packets

(not necessarily the same). As with the inputs, any output is therefore better than a

delay line of delay N2.
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Therefore, we can use the above results to analyze the load-balanced router. Con-

sider the system formed by all packets destined to a given output k in the intermedi-

ate linecards. We found above that this system behaves better in the load-balanced

router than a work-conserving router followed by a delay line of N2. In addition,

the inputs and the output k add two delay lines of delay N2 using their respective

arrivals. We can then use Lemma 27 and the fact that B(t)WC
{A(t)} is independent of the

input at which packets arrive in a work-conserving router in order to prove that the

load-balanced router works better than a tandem (DL(N2), WC, DL(N2), DL(N2)).

By Lemma 26, it works better than (WC, DL(3N2)). Finally, by Lemma 29, if the

average delay for a work-conserving router is defined, then the average delay for the

load-balanced router is within 3N2.



Appendix F

Proofs for the Linecard Schedule

In this appendix, we will prove that given any kind of valid schedule among L-L,

L-G or G-G, we can construct the other two. In particular, we will prove the validity

of the algorithm that builds a G-G schedule out of an L-G schedule.

F.1 Proof for Theorem 11

First, as shown in 4.4.4, it is easy to successively build a valid L-G schedule from

a valid L-L schedule and a valid G-G schedule from a valid L-G schedule.

On the other hand, 4.4.6 shows the algorithm that successively constructs a valid

L-G schedule from a valid G-G schedule and a valid L-L schedule from a valid L-G

schedule. This is possible as long as we can decompose the matrix into a sum of

permutations (for example, using a Birkhoff-von Neumann decomposition), which we

can always do when the sums on each row and each column are equal [19, 12].

F.2 Proofs for the Construction of the Valid G-G

Schedule

Proof: We will now prove the validity of the algorithm that builds a G-G

schedule out of an L-G schedule. For this purpose, we will operate by reverse induction

on t = N, N − 1, ..., 1.

106
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Assume that for a given t,
∑G

j′=1 M t
ij′ = Lit for all i∑G

i′=1 M t
i′j = Ljt for all j

0 ≤ M t
ij ≤

⌈
Li·Lj

N

⌉
t for all i, j

This is obviously true for t = N by definition of M t. We will show at the end of

the proof that if we assume it for t, it’s also true for t− 1.

First, since Qt = M t − P t, using the definition of P t we get:
(
∑G

j′=1 Qt
ij′) mod t = 0 for all i

(
∑G

i′=1 Qt
i′j) mod t = 0 for all j

0 ≤ Qt
ij ≤ t− 1 for all i, j

Therefore, at and bt are integer vectors.

Second, from the definition of at and bt, they both have the same sum — we will

call it σ.

Third, we now prove that there exists a matrix Rt satisfying the conditions above.

In order to prove this, we can use the result from exercise 3.13 in [73], which is based

on König’s theorem [55]. [73] states that Rt exists iff for each subset s1 of the rows

and for each subset s2 of the columns, σ + |E(s1, s2)| ≥
∑

i∈s1
ai +

∑
j∈s2

bj, where

|E(s1, s2)| denotes the number of non-zero elements Qt
ij with i ∈ s1, j ∈ s2. But we

know that ∑
i∈s1,j∈s2

Qt
ij =

∑
i∈s1

Qt
ij −

∑
i∈s1,j 6∈s2

Qt
ij

∑
i∈s1,j∈s2

Qt
ij ≥ t

∑
i∈s1

ai −
∑
j 6∈s2

Qt
ij

∑
i∈s1,j∈s2

Qt
ij ≥ t

∑
i∈s1

ai − t
∑
j 6∈s2

bj

In addition, since t− 1 ≥ Qt
ij,∑
i∈s1,j∈s2

tδQt
ij≥0 ≥

∑
i∈s1,j∈s2

Qt
ij,
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therefore ∑
i∈s1,j∈s2

tδQt
ij≥0 ≥ t

∑
i∈s1

ai − t
∑
j 6∈s2

bj.

Since |E(s1, s2)| =
∑

i∈s1,j∈s2
δQt

ij≥0,

|E(s1, s2)| ≥
∑
i∈s1

ai −
∑
j 6∈s2

bj =
∑
i∈s1

ai +
∑
j∈s2

bj − σ.

Thus Rt exists. Note that it is possible to construct it in polynomial time using

Ford-Fulkerson (Appendix F.3).

Fourth, we now show that the resulting schedule St will satisfy the MEMS con-

straint, i.e., for all i, j,

St
ij ≤

⌈
Li · Lj

N

⌉
.

We know that

St
ij = P t

ij + Rt
ij =

⌊
1

t
M t

ij

⌋
+ Rt

ij,

Rt
ij ≤ Qt

ij = M t
ij − t

⌊
1

t
M t

ij

⌋
,

Rt
ij ≤ 1,

and

M t
ij ≤

⌈
Li · Lj

N

⌉
t.

Distinguish two cases regarding this last inequality. If this inequality is an equality,

M t
ij =

⌈
Li · Lj

N

⌉
t,

so Rt
ij ≤ Qt

ij = 0 and St
ij = M t

ij/t =
⌈

Li·Lj

N

⌉
. Otherwise, this inequality is strict,

M t
ij <

⌈
Li · Lj

N

⌉
t,
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so there exists ε > 0 such that

M t
ij/t =

⌈
Li · Lj

N

⌉
− ε = (

⌈
Li · Lj

N

⌉
− 1) + (1− ε).

Thus, ⌊
1

t
M t

ij

⌋
=

⌈
Li · Lj

N

⌉
− 1 + b1− εc ≤

⌈
Li · Lj

N

⌉
− 1

and

St
ij ≤

⌊
1

t
M t

ij

⌋
+ Rt

ij ≤
⌊

1

t
M t

ij

⌋
+ 1 ≤

⌈
Li · Lj

N

⌉
.

Note that in both cases

St
ij ≤

⌈
Li · Lj

N

⌉
.

Fifth, we complete the recursion hypothesis and show that:
(i)

∑G
j′=1 M t−1

ij′ = Li(t− 1) for all i

(ii)
∑G

i′=1 M t−1
i′j = Lj(t− 1) for all j

(iii) 0 ≤ M t−1
ij ≤

⌈
Li·Lj

N

⌉
(t− 1) for all i, j

We will use the assumptions on M stated at the start of the proof, and the definition

M t−1 = M t − St.

Let us first prove (i) by showing that

G∑
j′=1

St
ij′ = Li

(the proof for (ii) is similar). By definition,

G∑
j′=1

St
ij′ =

G∑
j′=1

(P t
ij′ + Rt

ij′),

and
G∑

j′=1

Rt
ij′ = ai = (

G∑
j′=1

Qt
ij′)/t,



APPENDIX F. PROOFS FOR THE LINECARD SCHEDULE 110

thus
G∑

j′=1

St
ij′ =

G∑
j′=1

(tP t
ij′ + Qt

ij′)/t =
G∑

j′=1

M t
ij′/t = Li.

Let us now prove (iii). We know that M t
ij ≤

⌈
Li·Lj

N

⌉
t, therefore P t

ij ≤
⌈

Li·Lj

N

⌉
.

Also we can decompose M t
ij in base t as M t

ij = P t
ijt + Qt

ij, and

M t−1
ij = M t

ij − St
ij

= (P t
ijt + Qt

ij)− (P t
ij + Rt

ij)

= P t
ij(t− 1) + (Qt

ij −Rt
ij).

Distinguish two cases. In the case where

P t
ij =

⌈
Li · Lj

N

⌉
,

then

M t
ij = P t

ijt, Qt
ij = 0, Rt

ij = 0,

thus

M t−1
ij = P t

ij(t− 1) = M t
ij

t− 1

t
≤
⌈

LiLj

N

⌉
(t− 1).

Otherwise, in the case where

P t
ij ≤

⌈
Li · Lj

N

⌉
− 1,

we have
M t−1

ij = P t
ij(t− 1) + (Qt

ij −Rt
ij)

≤ (
⌈

Li·Lj

N

⌉
− 1)(t− 1) + Qt

ij

≤
⌈

Li·Lj

N

⌉
(t− 1)− (t− 1) + (t− 1)

=
⌈

LiLj

N

⌉
(t− 1),

since Qt
ij ≤ t− 1 as shown before. Hence (iii) is correct in both cases and the three

properties are proven by induction.
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Figure F.1: Illustration of the Ford-Fulkerson construction.

Finally, note that all parts of the algorithm run in polynomial time, and thus the

algorithm also operates in polynomial time.

F.3 Ford-Fulkerson Algorithm

As explained above, it is possible to use Ford-Fulkerson’s max-flow algorithm [36]

in order to construct Rt, and therefore the schedules St. More specifically, as illus-

trated in Figure F.1, construct the network as follows. There is one source, G inputs,

G outputs, and one sink. The source is connected to each input i with capacity ai.

Each input i is connected to each output j with capacity δQij≥1, i.e., capacity 1 if

Qij ≥ 1 and 0 otherwise. Finally, each output j is connected to the sink with capacity

bj. Since capacities are integer, the resulting flows will also be integers, and will thus

yield a correct matrix Rt.
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[Hungarian],” Mathematikai és Természettudományi Értesitö, Vol. 34, pp. 104–
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