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A bstract

The motivation for this thesis is our desire to build faster routers and switches to 
accommodate for the traffic growth in the Internet. For the past few years, internet 

traffic has been doubling every year, and nothing indicates that this growth rate will 
slow down in the near future. The Internet forwards information through packet 
switching, which has so far proven to scale from the early slow phone modems to 
the current fast link rates. However, it is unclear whether it will continue scaling to 

match future optical link rates.

Fiber optics and optical switching elements have demonstrated a capacity to for

ward information that today looks unattainable by electronic switching elements. 

As a consequence, one possible way of increasing network capacity is to build all- 

optical packet switches. However, these switches are not possible today because 
packet switching requires the buffering and processing of packets, and we do not (yet) 
know how to perform them in optics. On the other hand, optical circuit switches do 
not have these constraints, and thus they are already in use. The simplicity of the 
forwarding path in a circuit switch makes it faster than an equivalent router, even 
when implemented in electronics. In this thesis, I argue that we would greatly benefit 

from the use of circuit switching in the core of the network, in either electronic or 

optical form.

Circuit switching is already used in the Internet. Since the beginning of the 
Internet it is widely used in the core of the network; when early Internet service 

providers wanted to interconnect remote sites, the only option was to lease a circuit 

from the long-distance telephone carrier. Chapters 2 and 3 of this thesis analyze what 

type of network we would build were we to start with a clean slate. After analysis,

v
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modeling and simulation, I conclude that we would be better off with a hybrid network 

similar to the current one.

A problem with the current circuits in the core is tha t they are completely de

coupled of packets in the edges. Rather than following traffic patterns in real time, 
circuits are usually provisioned manually, and thus they change very slowly. IP con
siders circuits to be static, point-to-point, layer-2 links between routers. Chapters 

4 and 5 propose two evolutionary ways of integrating circuit and packet switching, 

so that circuits are automatically controlled by the traffic carried by IP. The first 
approach uses lightweight, fine circuits to carry single user flows, whereas the second 

multiplexes several flows onto heavyweight, coarse circuits.

vi
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... un primer axioma para establecer cualquier sistema educativo: Es 

objetivo primordial e irrenunciable mantener el sentido universal de la 

Ciencia y no solo en un aspecto informativo, sino en el creativo de la 

investigation.

D. Luciano Fernandez Penedo en “Momentos estelares de la ensenanza Espanola”
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C hapter 1

Introduction

The Internet has had phenomenal success in the past 20 years, growing from a small 

research network to a global network that we use in a daily basis. The Internet is log
ically composed of end hosts interconnected by links and routers. When a host wants 
to communicate with other hosts, it uses the Internet Protocol (IP) to place infor
mation in packets, which are then sent to the nearest router. The router stores, then 
forwards, packets to the next hop, and through hop-by-hop routing, packets find their 
way to the desired destination. In other words, end hosts communicate through packet 

switching. W ith this communication technique, link bandwidth is shared among all 
information flows, and so these flows are statistically multiplexed on the link. The 

resulting service is best effort, in the sense that there are no deterministic guarantees.

Another switching technique that is widely used in communication networks, es

pecially in the phone system, is circuit switching. When a terminal wants to commu
nicate with another terminal, this technique creates a fixed-bandwidth channel, called 
a circuit, between the source and the destination. This circuit is reserved exclusively 
for a particular information flow, and no other flow can use it. Consequently, flows are 
isolated from each other, and thus their environment is well controlled. This Thesis 

studies how the Internet could benefit from more circuit switching than is prevalent 

today.

1
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2 CHAPTER 1. INTRODUCTION

1.1 M otiva tion

The Internet has been very successful in part because its decentralized control has 

permitted the rapid development and deployment of applications and services. The 

success of the Internet is demonstrated by the enormous traffic growth that has al

ready made the Internet carry more traffic than the phone network [24, 69, 100, 47].

If the Internet is based on packet switching, why would I want to use circuit 
switching? The answer is simple. There is a mismatch between the evolution rates 
of traffic and capacity of the Internet, and circuit switching can help bridge the gap 

between demand and supply.

The capacity of the network has to keep up with Internet traffic growth rates 
that are 10 times larger than that of voice traffic. Coffman and Odlyzko, among 

others, have been studying traffic growth in the Internet, and they have found that 
traffic has been doubling every year since 1997 [47, 135]. Studies by RHK [162] and 
Papagiannaki et al. [140] indicate similar growth rates. The capacity of the Internet 

should match these growth rates in order to avoid the collapse of the network. The 

next section studies the evolution trends of the underlying technologies in a router, 
and, as we will see, router technology is being outpaced by Internet demand.

If routers cannot keep up with demand, then one can only expand the network 
capacity by adding more nodes and links. This not only requires more equipment, 
but also more central offices to house them. It is an expensive proposition, and it also 
creates a more complex network, making network planning and maintenance more 

difficult. This Thesis takes a different approach; it focuses on how to improve the 
performance of the existing network by increasing the capacity of switches and links 

with the use of circuit switching in the core of the network.

1.2 Technology trends in routers and switches

In order to understand the technology trends to compare them to those of traffic, one 
has to know the functions that packet and circuit switches do, and the technology 
used to perform them. In the following, I will focus on the switching function (i.e.,
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1.2. TECHNOLOGY TRENDS IN ROUTERS AND SWITCHES 3

the forwarding of information) in a network node. Figure 1.1 shows the functional 

blocks of a packet switch, also called a router. When information arrives at the ingress 

linecard, the framing module extracts the incoming packet from the link-level frame. 
The packet then has to go through a route lookup to determine its next hop, and the 
egress port [82]. Right after the lookup, any required operations on the packet fields 
are performed, such as decrementing the Time-To-Live (TTL) field, updating the 

packet checksum, and processing any IP options. After these operations, the packet 

is sent to the egress port using the router’s interconnect, which is rescheduled every 

packet time. Several packets destined to the same egress port could arrive at the same 

time. Thus, any conflicting packets have to be queued in the ingress port, the output 
port, or both. The router is called an input-queued switch, an output-queued switch, 
or a combined input/output-queued switch depending on where buffering takes place 

[123].

Ingress linecards Interconnect Egress linecards

liiilk'IMl'ji . i in i i i ' ’ R oute
lo o k u p

I t u l l c n n a

p r o c e s s

In te rc o n n e c t

s c h e d u l in g

( o n t ro l  p lan t

► Control path 

Data path 

Scheduling path

Figure 1.1: Functionality of a packet switch.
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4 CHAPTER 1. INTRODUCTION

In the output linecard, some routers perform additional scheduling that is used to 

police or shape traffic, so that quality of service (QoS) guarantees are not violated. 

Finally, the packet is placed in a link frame and sent to the next hop.

In addition to the data path, routers have a control path that is used to populate 

the routing table, to set up the parameters in the QoS scheduler, and to manage the 
router in general. The signaling of the control channel is in-band, using packets just 
as in the data channel. The control plane might obtain the signaling information 

through a special port attached to the interconnect.

The main distinction between a router and a circuit switch is when information 

may arrive to the switch. In packet switching, packets may come at any time, and 

so routers resolve any conflicts among the packets by buffering them. In contrast, in 
circuit switching information belonging to a flow can only arrive in a pre-determined 

channel, which is reserved exclusively for that particular flow. No conflicts or un
scheduled arrivals occur, which allows circuit switches to do away with buffering, the 

on-line scheduling of the interconnect, and most of the data-path processing. Fig
ure 1.2 shows the equivalent functions in a circuit switch. As one can see, the data 

path is much simpler.

In contrast, the control plane becomes more complex: it requires new signaling 
for the management of circuits, state associated with the circuits, and the off-line 

scheduling of the arrivals based on the free slots in the interconnect. Usually there 

is a tradeoff between the signaling/state overhead and the control that we desire 

over traffic; the tighter the control, the more signaling and state that will be needed. 

However, in circuit switching, as in packet switching, a slowdown in the control plane 
does not directly affect the data plane, as all on-going information transmissions can 

continue at full speed. In general, its data path determines the capacity of the switch.

Another important difference between a router and a circuit switch is the time 

scale in which similar functions need to be performed. For example, in both types 
of switches the interconnect needs to be scheduled. A packet switch needs to do it 

for every packet slot, while a circuit switch only does it when new flows arrive. In 
general, a flow carries the same amount of information as several packets, and thus 

packet scheduling needs to be faster than circuit scheduling.
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1.2. TECHNOLOGY TRENDS IN  ROUTERS AND SWITCHES  5

Ingress
linecards

F r a m i n g

Interconnect
Egress

linecards

Framing

In u - iv

NCllCi
i

1
1
u n n c c l

f i l l i n g
k

( . 'm il  n )l p l a n e

-► Control path 

Data path 

Scheduling path

Figure 1.2: Functionality of a circuit switch.

1.2.1 Technology trends

In order to study how the capacity of links and switches will scale in the future, 
one needs to understand the evolution trends of the underlying technologies used in 
routers and circuit switches. This enables one to foresee where bottlenecks might 

occur.

Below, I will focus on the data path of a router, since the data path of a circuit 

switch is just a subset of it. In general, a router has to:

• Send and receive packets: A router receives data through its ingress port and 

sends it shortly afterwards through the appropriate egress port. Information is 
sent either through fiber optics for the long haul and high speeds, or through 

copper cables for the short haul and mid-to-low speeds.

• Buffer packets: Packets contend for resources, such as an output port. Con
flicts are resolved by deferring the transmission of all but one of the conflicting
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6 CHAPTER 1. INTRODUCTION

packets until some later time when the contention has been cleared. As a rule 

of thumb routers, usually need a Link Rate x Round Trip  T im e  worth of 

buffers1 because of the way the flow control mechanisms of TCP work [182], 

For example, for an OC-768 link of 40 G bit/s and a typical round trip time 
(RTT) of 250 ms, a linecard needs 1.2 GBytes of memory. Dynamic RAM 

(DRAM) is thus used to meet this capacity requirement. In addition, some fast 
Static RAM (SRAM) is needed to cope with the fast arrival rate of packets. 
The minimum packet size is 40 Bytes, so packets could arrive with a separation 

of only 8 ns. Designers find it challenging to build packet buffers for a 10-Gbps 

line card, and it is even more difficult to achieve 40 Gbps, particularly when 

power consumption is an issue. Most router capacity is limited by memory 

availability.

• P ro cess  an d  fo rw ard  packets: Routers need to look up the destination 
address in a routing table to decide where to send a packet next, or in which 
queue it should be buffered. Packets also need to be scheduled to use the internal 
interconnect, so that they go from the ingress port to the egress port without 

contention. Additionally, other fields in the packet header, such as the TTL or 

the checksum, have to be updated. Currently, this processing and forwarding 

is done electronically using specialized ASICs, FPGAs or network processors.

To study the performance trends, I will focus on the core of the network, where 

traffic aggregation stresses network performance the most. The core also uses the state 
of the art in technology because costs are spread among more users. The backbone 
of the Internet is built around three basic technologies: silicon CMOS logic, DRAM 

memory, and fiber optics.

As was mentioned before, Internet traffic has been doubling every year since 1997.2 
In contrast, according to Moore’s law, the number of functions per chip and the

T n practice, routers are built to  handle congestion for a much lesser period of time, needing fewer 
buffers, but increasing the packet loss probability during overload.

2This trend could be broken by the sudden adoption of a new bandwidth-intensive application, 
such as video streaming, similar to the period of 1995-6 when the massive adoption of the web made 
traffic double every 3-4 months.
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1.2. TECHNOLOGY TRENDS IN  ROUTERS AND SWITCHES 7

number of instructions per second of microprocessors have historically doubled every

1.5 to 2 years3 [3, 144]. Historically, router capacity has increased slightly faster than 

Moore’s law, multiplying by 2.2 every 1.5 to 2 years. This has been due to advances 

in router architecture [123] and packet processing [82],

DRAM capacity has quadrupled on average every three years, but its frequency 

for consecutive accesses has been increasing less than 10% a year [144, 143], equiva

lent to doubling every 7 to 10 years. Modern advanced DRAM techniques, such as 
Synchronous Dynamic RAM (SDRAM) and Rambus Dynamic RAM (RDRAM), are 

attacking the problem with I/O  bandwidth across pins of the chip, but not the latency 
problem [58]. These techniques increase the bandwidth by writing and reading bigger 
blocks of data at a time, but they cannot speed up the time it takes to reference a 

new memory location.

Finally, the capacity of fiber optics has been doubling every 7 to 8 months since 

the advent of DWDM in 1996. However, the growth rate is expected to decrease 

to doubling every year as we start approaching the maximum capacity per fiber of 

100 T b it/s  [124]. Despite this future growth slowdown of DWDM, the long-term 
growth rate of link capacity will still be above that of Internet traffic at least past 

the year 2007 [116].

Figure 1.3 shows the mismatch in the evolution rates of optical forwarding, traffic 
demand, electronic processing, and electronic DRAM memories. We can see how link 

capacity will outpace demand, but how electronic processing and buffering clearly 
drag behind demand. Link bandwidth will not be a scarce resource, but the informa

tion processing and buffering will be. Instead of optimizing the bandwidth utilization, 

we should be streamlining the data path.

Figure 1.3 shows how there is an increasing performance gap tha t could cause bot

tlenecks in the future. The first potential bottleneck is the memory system. Routers 
may be able to avoid it by using techniques tha t hide the increasingly high access 
times of DRAMs [91], similarly to what modern computers do. W ith these techniques 

access times come close to those of SRAM, which follows Moore’s law. However, they

3Experts believe that this trend will slow down as microprocessor and ASIC technologies gradually 
move from the current two-year cycle to  a three-year node cycle after 2004.
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Figure 1.3: Trends of traffic demand and the underlying technologies in the Internet 
[1998 =  100%]. Trends for Silicon processing and router forwarding capacity are kept 
at the same value as today, despite talks of a slow down after 2004.

make buffering more complex, with deeper pipelining, longer design cycles and higher 

power consumption.

The second potential bottleneck is information processing. The trend would argue 
for the simplification of the data path. However, there is a lot of pressure from carriers 
to add more features in the routers, such as intelligent buffering, quality-of-service 

scheduling, and traffic accounting.
If we keep the number of operations per packet constant, in ten years time, the 

same number of routers that we currently have will be able to process 200 times as 

much traffic as today. In contrast, traffic will have grown 1000 times by then. This 

means that we will have a five-fold performance gap. In ten years time we will need 

five times more routers as today. These routers will consume five times more power, 
and will occupy five times more space.4 This means building over five times as many 
central offices and points of presence to house them, which is a very heavy financial

4Actually they will occupy more than five times the space, as many of the routers linecards will 
be used to  connect to  other routers within the same central office, rather than to routers in other 
locations.
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1.2. TECHNOLOGY TRENDS IN  ROUTERS AND SWITCHES 9

burden for the already deeply indebted network carriers. To make matters worse, a 

network with more than five times as many routers will be more complex and more 

difficult to manage and evolve. The economical and logistical cost of simply adding 

more nodes is prohibitive, so we need to be creative, and think out of the box, trying 
to find a more effective solution that solves the mismatch between traffic demand and 

router capacity, even if it represents a paradigm shift.

1.2.2 O ptical sw itching technology

One possible solution is to use optical switching elements. Optics is already a very 
appealing technology for the core because of their long reach and high capacity trans

mission. Additionally, recent advances in MEMS [15, 83], integrated waveguides [85], 
optical gratings [101, 27], tunable lasers [187], and holography [149] have made possi

ble very high capacity switch fabrics. For example, optical switches based on MEMS 

mirrors have shown to be almost line-rate independent, as opposed to CMOS tran
sistors, which saturate before reaching 100 GHz [3, 130]. Ideally, we would like to 
build an all-optical packet switch that rides on the technology curve of optics. How
ever, building such a switch is not feasible today because packet switching requires 
buffers in order to resolve packet contention, and we still do not know how to buffer 
photons while providing random access. Current efforts in high-speed optical storage 
[178, 109, 151] are still too crude and complex. In current approaches, information 

degrades fairly rapidly (the longest holding times are around 1 ms), and they can 

only be tuned for specific wavelengths. It is hard to see how they could achieve, in 

an economical manner, the high integration and speed that provides 1.2 Gbytes of 

buffers to a 40 G bit/s linecard.5
Another problem with all-optical routers is that processing of information in op

tics is also difficult and costly, so most of the time information is processed electron
ically, and only the transmission, and, potentially, the switching is done in optics. 
Current optical gates are all electrically controlled, and they are either mechanical 

(slow and wear rather quickly), liquid crystals (inherently slow), or poled LiNbOo,

5Needless to  say, this vision of the future could completely change if a breakthrough in technology 
made fast, high-density optical memories possible.
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structures (potentially fast, but requiring tens of kV per mm, making them slow to 

charge/discharge). Switching in optics at packet times, which can be as small as 

8 ns for a 40 G bit/s link, is very challenging, and, thus, there have been proposals to 

switch higher data units [188], called optical bursts. Rather than requiring end hosts 

to send data in larger packets, these approaches have gateways at the ingress of the 

optical core that aggregate regular IP packets into mega-packets. These gateways 

perform all the buffering that otherwise would be performed in the optical core, so 
the buffering problem is not eliminated, but rather pushed towards the edges.

In summary, all-optical routers are still far from being feasible. On the contrary, 

all-optical circuit switches are already a reality [15, 111, 112, 174, 54, 32], This 
should not be a surprise, since circuit switching presents a data path that requires no 
buffering and little processing. For example, Lucent has demonstrated an all-optical 

circuit switch, using MEMS mirrors, with switching capacities of up to 2 P b it/s  [15]; 
this is 6000 times faster than the fastest electronic router [94],

Even when we consider electronic circuit switches and routers, the data path of 

circuit switches is much simpler than that of electronic routers, as shown in Figure 1.1 
and Figure 1.2. This simple data path of circuit switches allows them to scale to 
higher capacity than equivalent electronic routers. This is confirmed by looking at 
the fastest switches and routers tha t are commercially available in the market at the 

time of writing; one can see that circuit switches have a capacity that is 2 to 12 times 
bigger than that of the fastest routers, as shown in Table 1.1. The simple data path 
of circuit switches comes at the cost of having a more complex control path. However, 

it is the data path that determines the switching capacity, not the control path; every 

packet traverses the data path, whereas the control path is taken less often, only when 

a circuit needs to be created or destroyed.

In this Thesis, I argue tha t we could close the evolution gap between Internet 
traffic and switching capacity by using more circuit switching in the core, both in 
optical and electronic forms. I also explore different ways of how one could integrate 
these two techniques.
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Product Type of switch Bidirectional 
switching capacity

Cisco 12016 router 160 G bit/s
Juniper T640 router 320 G bit/s

Lucent LambdaUnite circuit switch 320 G bit/s
Ciena CoreDirector circuit switch 640 G bit/s
Tellium Aurora 128 circuit switch 1.28 T bit/s

Nortel OPTera HDX circuit switch 3.84 T bit/s

Table 1.1: Bidirectional switching capacities of commercial switches [42, 94, 40, 174, 
132]. While I have tried to be careful in the comparison, comparing product specifi
cations from different vendors is not necessarily comparing ” apples with apples” , and 
should be taken only as a rough indication of their relative capacities.

1.3 C ircu it and packet sw itch in g

If one had to give a very succinct description about how the Internet works, one 

would say it as being composed of end hosts and routers interconnected by links, as 
shown in Figure 1.4. In more detail, the Internet is a packet-switched, store-and- 

forward network that uses hop-by-hop routing and provides a best effort network 

service. This technology was chosen because it enabled a robust network that made 
an efficient use of the network resources [11, 43, 172, 14],

Figure 1.4: Simple architecture of the public Internet as described in textbooks.
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However, the real Internet is more complex than this, and if we look closely, we will 

find that there is plenty of circuit switching in the Internet, as shown in Figure 1.5. 

We have circuit switches both in the access networks (leased lines, DSL and phone 

modems), and in the core of the network (SONET/SDH and DWDM). This figure 
also shows the market sizes in the year 2001, and it shows how the market sizes for 

the segments that use circuit switching are significant.

The current mix of packet and circuit switching in the Internet is due to historical 
reasons. In the early days of the Internet, when two Internet Service Providers (ISPs) 

in different and distant locations wanted to interconnect with each other, they leased 
a connection from the only companies that had a continent-wide network, that is 

the long-distance telephone companies, and these companies have always based their 

service on pure circuit switching. Similarly, the circuits in the edges were one of 

the few options for an ISP to get to its customers, namely, by using the existing 
infrastructure of the local telephone company.

Modems,
DSL

Edge and 
LAN routers

.S4.4B

Ethernet
switches

MO SB

SONET/SDH,
DWDM Core

Routers

Figure 1.5: Architecture of the public Internet as found in the real world. The figures 
in the boxes represent the world market sizes in the year 2001. [161, 158, 157, 60, 61]

Given the current situation, one may ask two related questions. First, is this 
hybrid architecture the right network architecture? If we were to rebuild the Internet

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



1.3. CIRCUIT AND PACKET SWITCHING 13

from scratch and with unlimited funds, would we choose a solution based on only 

packet switching, only circuit switching, or a mix of the two? Second, given that 
it would be too costly to build a brand new network, how can the current legacy 

Internet evolve in the future? Will the network still follow a hybrid model as today, 

or will it change? These two questions are the focus of the first part of the Thesis. I 

will conclude that it makes more sense to use circuit switching in the core and packet 

switching in the edges of the network.

Currently, the circuits tha t we find in the Internet are considered by IP as static, 
layer-2, point-to-point links. In other words, the circuit and packet switched parts 
of the network are completely decoupled, and changes in IP traffic patterns do not 
prompt an automatic reconfiguration of the circuits over which IP travels. It is usually 
the case that circuits are manually provisioned by either the network operator (circuits 

in the core) or the end user (circuits as access lines). This also means that the time 

scale in which circuits operate is much larger than that of packets.

We would make a more efficient use of the network resources if we could integrate 

the world of circuits with that of packets in such a way that circuits follow in real time 
the fluctuations of the packet switched traffic. In this Thesis, I make two proposals of 
how to integrate these two technologies in an evolutionary manner, without changing 

existing end hosts and routers. One approach uses fine-grain, lightweight circuits; the 
other uses coarse-grain, heavyweight circuits (such as optical wavelengths).

1.3.1 V irtual circuits

There is a third family of networks, which uses virtual circuits, such as ATM or 

MPLS. This family attem pts to get the best of two worlds: on one hand, it takes the 
statistical multiplexing of packet switching. On the other hand, the traffic manage

ment and quality of service of circuit switching. Despite their name, virtual circuits 
are essentially a connection-oriented version of packet switching; it forwards infor

mation as packets (sometimes called cells), but it keeps connection state associated 
with each flow. In contrast, IP is based on the connectionless switching of packets, 
where no per-fiow state is kept. Switches using virtual circuits are hard to design;
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they have the scalability issues of both the data path of packet switching and the 
state management and signaling of circuit switching. Therefore, virtual circuits will 

not be studied any further in this Thesis.
In the early 90’s, there was a race between IP and ATM to dominate data networks. 

In the end, IP routers prevailed over ATM switches partly because the former were 

simpler and thus faster to hit the market and easier to configure. In contrast, MPLS 
works just below IP, rather than competing with it, and it is an attem pt to do simple 

traffic engineering in the Internet. Only recently has MPLS started getting sizable 

deployment with some backbone carriers [34].

1.4 P erform ance m etrics for core IP  routers

To study what network architecture is better, we need to have some performance met
rics to compare the different options. In the network, there are two main stakeholders: 
the end users and the network carriers. Evidently, they have different concerns and 

views of the network. The most common use of the network is to request and down

load pieces of information6 (be a web page, an image, a song, a video or a record in a 

database). After reachability, the end user is mainly interested in a fast response time, 

defined as the time since we request the object until the last byte arrives. Another 
important set of user applications (e.g., voice or video conferencing and streaming, or 
gaming) requires quality of service (QoS) guarantees, such as bounds on bandwidth, 
maximum delay, delay jitter or loss. These network guarantees are often expressed 
as a service level agreement between the network user and the ISP.

Network carries have a very different set of requirements. Tables 1.2 and 1.3 show 
a survey by BTexact of several IP backbone carriers about their current concerns and 

the features they will need in the next 2 years.

After interconnectivity, which is always taken as a given, router reliability and 
stability are the greatest concern to carriers today. Significant improvements are 
required in these areas, particularly in the area of software reliability. It is highly 

undesirable to have equipment that fails, needs continuous attention, ties up valuable

6today, over 65% of the traffic is web browsing and peer-to-peer file sharing [31],
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1
2
3
4
5
6 
7

equipment reliability and stability
scalability
performance
feature support
management
total cost of ownership
environmental considerations (power, size)

Table 1.2: Concerns of carriers for network equipment in decreasing order of impor
tance [25].

Table 1.3: New features required by carriers for network equipment in decreasing
order of importance [25].

human resources and spoils the reputation of the carrier. Following in importance are 

scalability and performance. Even though the total cost of ownership comes last in the 

survey, the economic problems that numerous carriers currently face have probably 
increased its relevance; a good network has to come at a reasonable cost.

In terms of new features that carriers desire, the mitigation of Denial of Service 
(DoS) attacks ranks first, as such attacks can make the network connection unusable, 
damaging the reputation of the carrier. Improvements in performance come second, 

followed by better authentication and access security. Quality of service is last; how
ever, it is more relevant for an operator tha t wants an integrated network that carries 
both low-margin data traffic and high-margin voice traffic.

In summary, end users care about low response time and quality of service, whereas 
network operators desire reliability, scalability and performance. As we will see end 
users will see no difference when using circuit switching or packet switching in the core 

of the network, whereas network carriers will clearly benefit from getting a network 
of higher capacity and reliability.

1
2
3
4
5

denial of service attack mitigation 
wire-rate performance of interfaces 
system access security 
port density improvements 
quality of service support
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1.5 U n d erstan d in g  In tern et traffic and failures

Before we can choose a solution for the network, we need to understand what types 

of workloads are currently being injected into the Internet and how reliable different 

elements in the network are. Different workloads will stress the system in different 

ways and will have different performance requirements and notions of quality of ser

vice. For example, a workload with traffic sent periodically in fixed-sized bursts will 

behave quite differently than one that has a lot of variation in terms of interarrival 
times, flow durations and flow rates. The first workload would be best served by a 

slotted network, while the second one would not.
This Thesis provides a short analysis and discussion of the traffic and failures that

we see in real networks, especially in or near the backbone. Some of these results are
based on my own analysis of traffic traces [131, 170], other results have been reported 

elsewhere [31, 30, 102, 107, 106, 105]. In general, one is interested in knowing both 

the type of application (to prioritize the performance metrics) and the distributions 
and correlations of:

• interarrival times (of flows and packets)

• sizes or durations (of flows and packets)

• transmission rates of flows

• failures of network elements

Based on those observations, we can make some assumptions of the system work

load. The most fundamental one is that flow durations in the Internet have long and 

heavy tails [146, 56, 183, 23], as shown in Figure 1.6. It shows how fewer than 10% 

of the flows in a backbone link carry over 90% of the bytes transported in the link. 

There are, thus, two types of user flows: most flows are short; and then a few are 
very, very long and carry most of the bytes. These long flows may hog the system for 

extended periods of time and degrade the overall system performance significantly. 

All these flow characteristics will be incorporated in the performance study of packet 
and circuit switching in the core of the network.
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Figure 1.6: Heavy-tailed traffic. The figure shows (a) the empirical cumulative dis
tribution function of the number of bytes transported, and (b) the empirical comple
mentary cumulative distribution function of the flow size frequency with respect to 
the flow size in bytes. Each of the six backbone traces has between 5 and 40 million 
flows of different OC-48 links, and they expand over a period of more than 24 hours 
[170]. They include all types of flows (TCP, UDP and ICMP)

1.6 O rganization  o f  th e  T h esis

Often one can find in the technical press and literature predictions about how IP 
routers will eventually replace all circuit switches [186, 150, 21, 99, 35, 37, 142, 87, 

156, 128, 110]. These articles extend the original arguments for adopting packet 

switching in the early days of the Internet (namely, efficiency and robustness), by 

adding the simplicity, cost advantage, and ability to provide QoS of IP. These are 
some of the sacred cows of IP, and in Chapter 2, I evaluate them one by one to 
demystify the ones that do not hold up to scrutiny and to identify the ones that 

really apply.

One key claim of packet switching is left for Chapter 3; namely tha t the statistical 
multiplexing of packet switching consistently delivers a lower response time than
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circuit switching while downloading information. This is indeed the most relevant 

performance metric for end users, and thus it gets its own chapter.

The conclusion of these two chapters is tha t packet switching is very attractive 

in Local Area Networks (LANs) and access networks, because of the poor end-user 

response time of dynamic circuits. On the contrary, circuit switching is more attrac

tive in the core of the network because of its higher capacity, its perfect QoS, and 

a response time that is similar to that of packet switching. In the future, one can 
expect a dominant role of IP in the edge of the network, whereas various forms of 

circuit switching will dominate the core of the network. This partially validates the 
hybrid network architecture that we currently have and that is shown in Figure 1.5.

However, in the current Internet these two distinct parts are completely decoupled; 

the edges switch packets independently of the circuits used in the core. Chapter 4 

presents a network architecture (TCP Switching) tha t allows the integration of circuit 
switching in the core of a packet-switched Internet in an evolutionary way. The 
chapter starts with a description of what a typical application-level flow in the Internet 

is, as observed on access points to the Internet of several universities and research 
institutions. A key observation is that despite the connectionless nature of IP, our 
use of the network is very connection oriented, and this fits well with the use of 

circuits. TCP Switching is based on the idea of IP Switching [129], and it maps 
each application flow to a lightweight circuit. This proposal encompasses a family 

of solutions, with several design choices. Also in this chapter, I choose one solution 

based on what constitutes a typical flow in the Internet.

One potential problem with such fine-grain circuits in the core, as thin as 56 K bit/s, 

is tha t they might not fit well with many circuit switch designs. Most core circuit 
switches have interconnects that only use channels of at least 51 Mbit/s. In addition, 
optical switches only forward wavelengths carrying channels of over 2.5 G bit/s. The 

signaling of these switches might be heavyweight because of the slow reconfigura
tion of the switch fabrics or because of a signaling mechanism that requires circuit 
creation confirmation. In Chapter 5, I present another technique for controlling the 

coarse-grain, heavyweight circuits in the core by monitoring user flows rather than 
tracking packets or queue lengths. I show the requirements for different circuit setup
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times. These results could be used in Generalized Multi-Protocol Label Switching 

(GMPLS), a technique that uses heavyweight circuits to adapt the network capacity 

dynamically between edge routers.

In Chapter 6, I describe some of the related work in the area of high speed switch
ing in the core of the network. Some proposals include the use of circuit switching in 

the core (GMPLS [7], OIF [13], ODSI [53], Zing [181]), while others attem pt to extend 
packet switching to all-optical switches (Optical Packet Switching -  OPS [186] and 
Optical Burst Switching - OBS [188]). Some emphasis is placed on the comparison of 

TCP Switching with OPS and OBS. Two metrics are used for the comparison: the 
loss and blocking probabilities for a given network load, and the complexity of the 

overall network.
Chapter 7 concludes the Thesis, restating how we would benefit from more circuit 

switching in the core of the network, and how we could integrate this circuit switched 
core with the rest of the network in an evolutionary way.
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Chapter 2

Circuit and Packet Switching

2.1 In trod u ction

It is widely assumed that, for reasons of efficiency, the various communication net

works (Internet, telephone, TV, radio, ...) will merge into one ubiquitous, packet- 
switched network that carries all forms of communications. This view of the future 

is particularly prevalent among the Internet community, where it is assumed that 
packet-switched IP is the layer over which everything else will be carried. In this 
chapter, I present evidence so as to argue that this will not happen. This stance is 

controversial, and is difficult to make concrete, as any attem pt to compare the various 
candidates for the transport infrastructure1 is fraught with lack of data and the dif

ficulty of making apples-with-apples comparisons. Therefore, the evidence presented 
here is different from other chapters in this thesis. Observations, case studies, and 

anecdotal data (rather than controlled experiments, simulations and proofs) are used 

to take a stance and to predict how the network architecture will evolve.

Whatever the initial goals of the Internet, two main characteristics seem to account 
for its success: reachability and heterogeneity. IP, the packet-switching protocol that 
is the basis for the Internet, provides a simple, single, global address to reach every 
host, enables unfettered access between all hosts and adapts the topology to restore

1In this chapter, transport is used in the sense of the infrastructure over which many service 
networks run, not in the sense of the OSI protocol layer.
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reachability when links and routers fail. IP hides heterogeneity in the sense that 
it provides a single, simple service abstraction that is largely independent of the 
physical links over which it runs. As a result, IP provides service to a huge variety of 

applications and operates over extremely diverse link technologies.

The growth and success of IP has given rise to some widely held assumptions 

amongst researchers, the networking industry and the public at large. One common 

assumption is that it is only a m atter of time before IP becomes the sole global 

communication infrastructure, dwarfing, and eventually displacing, existing commu

nication infrastructures such as telephone, cable and TV networks. IP is already 
universally used for data networking in wired networks (enterprise networks and the 
public Internet), and is being rapidly adopted for data communications in wireless 
and mobile networks. IP is also increasingly used for both local and long-distance 

voice communications, and it is technically feasible for packet-switched IP to replace 
SONET/SDH.

A related assumption is that IP routers (based on packet switching and datagram 

routing) will become the most important, or perhaps only, type of switching device 
inside the network. This is based on our collective belief that packet switching is 

inherently superior to circuit switching because of the efficiencies of statistical multi
plexing and the ability of IP to route around failures. It is widely assumed that IP is 

simpler than circuit switching and should be more economical to deploy and manage. 

And with continued advances in the underlying technology, we will no doubt see faster 
and faster links and routers throughout the Internet infrastructure. It is also widely 
assumed that IP will become the common convergence layer for all communication 
infrastructures. All communication services will be built on top of IP technology. In 
addition to information retrieval, we will stream video and audio, place phone calls, 

hold video-conferences, teach classes, and perform surgery.

On the face of it, these assumptions are quite reasonable. Technically, IP is flexible 
enough to support all communication needs, from best-effort to real-time. With 

robust enough routers and routing protocols, and with extensions such as weighted 
fair queueing, it is possible to build a packet-switched, datagram network that can 

support any type of application, regardless of their requirements.
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In spite of all the strengths of IP, this chapter will argue how it will be very hard for 

IP to displace existing networks. It will also conclude how many of the assumptions 

discussed above are not supported by reality, and do not stand up to close scrutiny.

The goal of this is to question the assumption that IP will be the network of 
the future. The conclusion is that if we started over - with a clean slate - it is not 
clear that we would argue for a universal, packet-switched IP network. In the future, 

more and more users and applications will demand predictability from the Internet, 

both in terms of the availability of service and the timely delivery of data. IP was 

not optimized to provide either, and so it seems unlikely to displace networks that 

already provide both. In this chapter, I take the position that while IP will be the 
network layer of choice for best-effort, non-mission critical and non-real-time data 

communications (such as information exchange and retrieval), it will live alongside 
other networks, such as circuit-switched networks, that are optimized for high rev
enue time-sensitive applications that demand timely delivery of data and guaranteed 
availability of service.

This is indeed a controversial position. Nevertheless, as researchers we need to be 

prepared to take a step back, to take a hard look at the pros and cons of IP, and its 
likely future. As a research and education community, we need to start thinking how 

IP will co-exist and co-operate with other networking technologies.

2.1.1 O rganization o f th e  chapter

Section 2.2 provides a more detailed description of circuit switching and packet switch

ing than in Chapter 1. It also describes part of the earlier work on these two switching 
techniques. Section 2.3 dissects some of the claims about IP, especially when com
pared to circuit-switched networks. This section tries to demystify those claims that 

do not hold up to scrutiny. Section 2.4 discusses the implications for the network 
architecture. Section 2.5 concludes this chapter.
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2.2 B ackground and p rev ious work

Before starting our discussion about whether IP can be the basis of all communication 

networks, I will give some background about the two main switching techniques in 

use today: circuit switching and packet switching.

2.2.1 C ircuit sw itching

Circuit switching was the first switching technique used in communication networks 
because it is simple enough to carry analog signals. This thesis will just focus on the 
digital version of circuit switching. Of course, the main example of its use is the phone 
system [72], but it is also used in the core of the Internet in the form of SONET/SDH 

and DWDM equipment [81, 126]. In circuit switching, the transmission medium is 
typically divided into channels using Frequency Division Multiplexing (FDM), 2 Time 
Division Multiplexing (TDM) or Code Division Multiplexing (CDM) [172]. A circuit 

is a string of concatenated channels from the source to the destination that carriers 

an information flow.3
To establish the circuits, a signaling mechanism is used. This signaling only carries 

control information, and it is considered an overhead. It is also the most complex 
part in circuit switching, as all decisions are taken by the signaling process. It is 
commonly assumed that the signaling and per-circuit state management make circuit 

switches hard to design, configure and operate.

In circuit switching the channel bandwidth is reserved for an information flow. To 
ensure timely delivery of the data, the capacity of the circuit has to be at least equal 

to the peak transmission rate of the flow. In this case, the circuit is said to be peak 
allocated, and then the network offers a connection-oriented service with a perfect 

quality of service (QoS) in terms of delay jitter and bandwidth guarantees, However, 
this occurs at the cost of wasting bandwidth when sources idle or simply slow down.

Contention only occurs when allocating channels to circuits during circuit/call

2(Dense) Wavelength Division Multiplexing, (D)WDM, is a subclass of FDM that uses optical 
wavelengths as channels.

3Note that the source and the destination need not be edge nodes. They can be aggregation 
nodes in the middle of the network that combine several user flows into one big information flow.
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establishment. If there are not enough channels for the request, the call establishment 

may be delayed, blocked or even dropped. In contrast, once the call is accepted, 
resources are not shared with other flows, eliminating any uncertainty and, thus, 

removing the need for buffering, processing or scheduling in the data path. When 
circuits are peak allocated, the only measure of Quality of Service (QoS) in circuit 
switching is the blocking probability of a call.

To summarize, circuit switching provides traffic isolation and traffic engineering, 

but at the expense of using bandwidth inefficiently and signaling overhead. It is often 

said tha t these two drawbacks make circuit switching highly inflexible, especially in 

a highly dynamic environment such as the Internet. I will argue in this tha t these 

drawbacks are outweighed by the advantages of using more circuit switching in the 
core of the network.

2.2.2 Packet sw itching

Packet switching is the basis for the Internet Protocol (IP) [152, 172]. In packet 

switching, information flows are broken into variable-size packets (or fixed-size cells 

as in the case of ATM). These packets are sent, one by one, to the nearest router, which 

will look up the destination address, and then forward them to the corresponding next 
hop. This process is repeated until the packet reaches its destination. The routing of 

the information is thus done locally, hop-by-hop. Routing decisions are independent 
of other decisions in the past and in other routers; however, they are based on network 
state and topology information that is exchanged among routers using BGP, IS-IS or 

OSPF [148]. The network does not need to keep any state to operate, other than the 
routing tables.

The forwarding mechanism is called store-and-forward because IP packets are 

completely received, stored in the router while being processed, and then transm it
ted. Additionally, packets may need to be buffered locally to resolve contention for 

resources. 4 If the system runs out of buffers, packets are dropped.
W ith the most scheduling policies, such as FCFS and WFQ, packet switching

4Resources have contention when they have more arrivals/requests that what they can process. 
Two examples are the outgoing links and the router interconnect.
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remains work conserving; it keeps the link busy as long as there are packets waiting 

to be sent. This allows it to have a statistical multiplexing gain; that is, the capacity 

of an outgoing link can be much smaller than the sum of its tributaries and still have a 

packet delay or drop probability within certain statistical bounds. This gain is higher 

when traffic is more bursty. The buffering needs and the statistical multiplexing are 

the main characteristics of packet switching, and they will be crucial in its comparison 

with circuit switching.
In the Internet, the network service is connectionless and best effort; that is, it 

provides no delivery guarantees. Reliability, flow control and connection-oriented 
services are provided by end-to-end mechanisms, such as with TCP [153]. Because 
the underlying service is best effort, there are no guarantees in terms of packet drops, 

maximum delay, delay jitter or bandwidth.

Much research was done in the early days of computer networking comparing cir

cuit switching, packet switching and message switching (a variant of packet switching, 

in which the whole information flow is treated as a single switching unit) [96, 10, 164, 
97, 175, 95]. Most of the work was done in the context of packet radio, satellite, and 
local area networks and shows how in these environments packet switching provided 
higher throughput for a given bound on the average delay. Packet switching not only 
made an effective use of the network bandwidth, but it also was robust and resilient 

to node and link failures.

Later work on different scheduling algorithms and signaling mechanisms, such as 

Weighted Fair Queueing (WFQ) [62], Generalized Processor Sharing (GPS) [141], 
Differentiated Services (DiffServ) [16], Integrated Services (IntServ) [20] and Deficit 

Round Robin (DRR) [113], showed how packet switching can also provide QoS guar

antees if the admission of new flows to the network can be controlled.

2.3 IP  Folklore

This section tries to identify some folkloric assumptions about IP and the Internet, 
and it examines each in turn. I will start with the most basic assumption, and the 

easiest to dispel: that the Internet already dominates global communications. This
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is not true by any reasonable metric: market size, number of users, or the amount 
of traffic. Of course, this is not to say that the Internet will not grow over time to 

dominate the global communications infrastructure; after all, the Internet is still in its 

infancy, ft is possible — and widely believed — that packet-switched IP datagrams 

will become the de-facto mechanism for all communications in the future. And so 

one has to consider the assumptions behind this belief and verify whether packet- 
switched IP offers inherent and compelling advantages that will lead to its inevitable 

and unavoidable dominance. This requires the examination of some “sacred cows” of 
networking; for example, that packet switching is more efficient than circuit switching, 

that IP is simpler, it lowers the cost of ownership, and it is more robust when there 

are failures in the network.

2.3.1 IP already dom inates global com m unications

ft has been reported that the Internet already carries more traffic than the phone 

system [122, 162], and that the difference in traffic volume will become bigger and 
bigger over time because Internet traffic is growing at a rate of 100% per annum 

versus a rate of 5.6% per year for voice traffic [48].

Despite this phenomenal success of the Internet, it is currently only a small fraction 
of the global communication infrastructure, which consists of separate networks for 
telephones, broadcast TV, cable TV, satellite, radio, public and private data networks, 
and the Internet. In terms of revenue, the Internet is a relatively small business. The 
US business and consumer-oriented ISP markets have revenues of $13B each (2000) 

[28, 29], in contrast, the TV broadcast industry has revenues of $29.8B (1997), the 

cable distribution industry $35.0B (1997), the radio broadcast industry $10.6B (1997) 

[180], and the phone industry $268.5B (1999), of which $111.3B correspond to long 

distance and $48.5B to wireless [88]. The Internet reaches 59% of US households [133], 
compared to 94% for telephones and 98% for TV [127, 147]. Even though Internet 

traffic doubles every year, revenues only increase 17% annually (2001) [162], whereas 
long-distance phone revenues increase 6.7% per year (1994-97) [136]. If these growth 
rates were kept constant, IP revenues would not surpass those of the long-distance
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phone industry until 2017.5

If we restrict our focus to the data and telephony infrastructure, the core IP 

router market still represents a small fraction of the public infrastructure, contrary 
to what happens in the private enterprise data networks. As shown in Table 2.1, the 
expenditure on core routers worldwide was $1.7B in 2001, compared to $28.OB for 

transport circuit switches. So in terms of market size, revenue, number of users, and 
expenditure on infrastructure, it is safe to say that IP does not currently dominate 

the global communications infrastructure.

Segment Market size
Core routers $1.7B
Edge routers $2.4B

SONET/SDH/WDM $28.OB
Telecom MSS $4.5B

Table 2.1: World market breakup for the public telecommunications infrastructure in 
2001 [161, 158, 159, 157].

Figure 2.1 illustrates the devices currently used in the public Internet. The cur
rent communication infrastructure consists of a transport network — made of circuit- 
switched SONET/SDH and DWDM devices — on top of which run multiple ser

vice networks. The service networks include the voice network (circuit-switched), 

the IP network (datagram, packet-switched), and the ATM/Frame Relay networks 
(virtual-circuit-switched). Notice the distinction between the circuit-switched trans

port network, which is made of SONET/SDH and optical switches that switch coarse 
granularity (n x S T S — 1, where an STS-1 channel is 51 M bit/s), and the voice service 
circuit switches, which include Class 4 and Class 5 systems that switch 64Kbps voice 

circuits and handle various telephony-related functions. When considering whether 
IP has or will take over the world of communications, one needs to consider both 
the transport and service layers. In other words, for universal packet transport I am 

considering using a packet network to replace the transport infrastructure; and for

5It is interesting to note that for IP revenues to surpass those of long-distance telephony the 
Internet revenue per household would have to multiply by 358%.
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voice-over-IP (VoIP) I am considering an application built on top of an IP network 

that replaces the traditional Class 4/5 TDM voice switches.

OC3/12 access

l.m ig-huul L 
DW DM  backbone 

i l K W I U i

M etro Core Ring

OC12/4H 
M etro Core Kill):

SO N ET/SD H  ®  A ggregation router 

Switch Core router

DWDM Sw itch A dd-D rop M ultiplexer

Figure 2.1: Architecture of the public Internet. There are also many large private 
voice and data networks tha t consist of IP routers, LAN switches and voice switches 
at customer premises.

In order to examine the merits of a packet-switched IP network, one needs to 

compare it with an alternative. The obvious alternative is circuit switching. In one 

respect, this is not an apples-with-apples comparison; the packet-switched IP data 

network today already operates over a circuit-switched transport infrastructure. If 

we consider only the core of the network, we find essentially a central core of circuit 
switching surrounded by IP routers. It helps to think of the comparison as a question 
as to which one of two outcomes is more likely: Will the packet-switched IP network 
grow to dominate and displace the circuit-switched transport network, or will the 
(enhanced) circuit-switched TDM and optical switches continue to dominate the core 
transport network?
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2.3.2 IP  is m ore efficient

“Analysts say [packet-switched networks] can carry 6 to 10 times the traffic 
of traditional circuit-switched networks.” — B usiness W eek.

From the early days of computer networking, it has been well known that packet 

switching makes efficient use of scarce link bandwidth [10]. With packet switching, 

statistical multiplexing allows link bandwidth to be shared by all users, and work- 

conserving link sharing policies (such as FCFS and WFQ) ensure that a link is always 

busy when packets are queued-up waiting to use it. In contrast, with circuit switching, 
each flow is assigned its own channel, so a channel could go idle even if other flows are 
waiting. Packet switching (and thus IP) makes more efficient use of the bandwidth 
than circuit switching, which was particularly important in the early days of the 

Internet when long haul links were slow, congested and expensive.
It is worth asking: W hat is the current utilization of the Internet, and how much 

does efficiency m atter today? Odlyzko and others [135, 47, 90, 23] report that the 

core of the Internet is heavily overprovisioned, and tha t the average link utilization 
in links in the core is between 3% and 20% (compared to 33% average link utilization 

in long-distance phone lines [135, 160]). The reasons that they give for low utilization 
are threefold: First, Internet traffic is extremely asymmetric and bursty, but links are 

symmetric and of fixed capacity; second, it is difficult to predict traffic growth in a 

link, so operators tend to add bandwidth aggressively; third, with falling prices for 
coarser bandwidth granularity as faster technology appears, it is more economical to 
add capacity in large increments.

There are other reasons to keep network utilization low. When congested, a 

packet-switched network performs badly, becomes unstable and can experience oscil
lations and synchronization. Many factors contribute to this. Complex and dynamic 

interaction of traffic means that congestion in one part of the network will spread to 
other parts. Further, the control packets (such as routing packets) are transmitted 

in-band in the Internet, and hence they are more likely to get lost and delayed when 

the data-path is congested. When routing protocol packets are lost or delayed due 
to network congestion or control processor overload, it causes an inconsistent routing

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



30 CHAPTER 2. CIRCUIT AND PACKET SWITCHING

state, and may result in traffic loops, black holes, and disconnected regions of the net

work, which further exacerbate congestion in the data path [107, 55]. Currently, the 

most effective way for network providers to address these problems is by preventing 

congestion and keeping network utilization low.

But perhaps the most significant reason that network providers overprovision their 
network is to give low packet delay. Users want predictable behavior, which means 
low queueing delay, even under abnormal conditions (such as the failure of several 

links and routers) [90, 77]. As users, we already demand (and are willing to pay for) 
huge overprovisioning of Ethernet networks (the average utilization of an Ethernet 

network today is about 1% [47]) simply so that we do not have to share the network 

with others, and so that our packets can pass through without queueing delay. We 
will demand the same behavior from the Internet as a whole. We will pay network 

providers to stop using statistical multiplexing and to instead overprovision their 
networks. The demand for lower delay will drive providers to decrease link utilization 
even more than it is today.

Therefore, even though in theory a statistical multiplexed link can potentially 
yield a higher network utilization and throughput, in practice, to maintain a con
sistent performance and reasonably stable network, network operators significantly 
overprovision their network, thus keeping the network utilization low.

But simply reducing the average link utilization will not be enough to make users 

happy. For a typical user to experience low utilization, the variance of the network 
utilization also needs to be low. There are two flavors of variance that affect the 

perceived utilization: variance in time (short-term increases in congestion during 

busy times of the day), and variance by location (while most links are idle, a small 
number are heavily congested). If we pick some users at random and consider the 

network utilization their traffic experiences, our sample is biased in favor of users who 
find the network to be heavily congested. This explains why, as users, we know the 
average utilization to be low, but find that we often experience long queueing delays.

Reducing variations in link utilization is hard. W ithout sound traffic management 

and traffic engineering, the performance, predictability and stability of large IP net
works deteriorate rapidly as load increases. Today, we lack effective techniques to

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



2.3. IP FOLKLORE 31

reduce the unpredictability of performance introduced by variations in link utiliza

tion. It might be argued that the problem will be solved by research efforts on traffic 
management and congestion control (to control and reduce variations in time), as 

well as work on traffic engineering and multipath routing (to load-balance traffic over 

a number of paths). But to date, despite these problems being understood for many 

years, effective measures are yet to be introduced.

We can expect that over time users will demand lower and lower queueing delays in 

the Internet. This means that as users, we collectively want network providers to stop 
using statistical multiplexing and to instead overprovision their networks as if they 
were circuit switched [115, 137, 77]. To date, network providers have responded to our 

demands by overprovisioning, by publishing delay measurements for their network, 
and by competing on the basis of these numbers. In the long term, the demand for 
lower delay will drive providers to make link utilization even lower than it is today, 

and network utilization will continue to decrease as the world economy becomes more 

dependent on the Internet.

One can take the demand for low delay one step further, and ask whether users 
experience the lowest response times in a packet-switched network. Intuition suggests 
that packet switching will lead to lower delay: A packet-switched network easily sup
ports heterogeneous flow rates, and flows can always make forward progress because 
of processor sharing in the routers. In practice, it does not make much difference 

whether packet switching or circuit switching are used. This is studied in detail in 
Chapter 3, which (by analysis and simulation) studies the effect of replacing the core 
of the network with dynamic fine-granularity circuit switches, as described in Chap

ter 4. Let’s define the user response time as the time it takes from when a user 

requests a file until this file finishes downloading. Web browsing and file sharing rep

resent over 65% of Internet transferred bytes today [31], and so the request/response 
model is representative of typical user behavior. Now consider two types of network: 
one is the current packet-switched network in which packets share links and each flow 

makes constant, albeit slow, forward progress over congested links. The other net
work is a hypothetical comparison. Each new application flow triggers the creation 

of a low bandwidth circuit in the core of the network, similar to what happens in the
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phone network. If there are no circuits available, the flow is blocked until a channel is 

free. As we will see in Chapter 3, at the core of the network, where the rate of a single 
flow is limited by the data-rate of its access link, simulations and analysis suggest 

that the average user response time of both techniques is the same, independent of 

the flow length distribution.
In summary, even though packet switching can lead to more efficient link utiliza

tion, unpredictable queueing delays force network operators to operate their networks 

very inefficiently. One can conclude that while efficiency was once a critical factor, it 
is so outweighed by our need for predictability, stability, immediate access, and low 

delay that network operators will be forced to run their networks very inefficiently. 

Network operators have already concluded this; they know that their customers care 

more about predictability than efficiency, and we know from the dynamics of queue
ing networks, tha t in order to achieve predictable behavior, network operators must 
continue to utilize their links very lightly, forfeiting the benefits of statistical mul
tiplexing. As a result, they are paying for the extra complexity of processing every 
packet in routers, without the benefits of increased efficiency. In other words, the 

original goal of “efficient usage of expensive and congested links” is no longer valid, 

and it would provide no benefit to users.

2.3.3 IP  is robust

“The Internet was born during the cold war 30 years ago. The US Depart
ment of Defence [decided] to explore the possibility of a communication 
network tha t could survive a nuclear attack.” — B B C

The Internet was designed to withstand a catastrophic event in which a large 

number of links and routers were destroyed. This goal is in line with users and 
businesses who rely more and more on network connectivity for their activities and 
operations, and who want the network to be available at all times. Much has been 

claimed about the reliability of the current Internet, and it is widely believed to 
be inherently more robust and capable of withstanding failures of different network 

elements. Its robustness comes from using soft-state routing information; upon a link
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or router failure, it can quickly update the routing tables and direct packets around 
the failed element. In contrast, a circuit-switched network needs to reroute all affected 

active circuits, which can be a large task for a high-speed link carrying hundreds or 

thousands of circuits.

The reliability of the current Internet has been studied by Labovitz et al. [107], 

They have studied different ISPs over several months, and report a median network 
availability equivalent to a downtime of 471 min/year. In contrast, Kuhn [102] found 
that the average downtime in phone networks is less than 5 min/year. As users, we 
have all experienced network downtime when our link is unavailable or some part of 

the network is unreachable. On occasions, connectivity is lost for long periods while 
routers reconfigure their tables and converge to a new topology. Labovitz et al. [106] 

also observed tha t the Internet recovers slowly, with a median BGP convergence time 
of 3 minutes, and frequently taking over 15 minutes. In contrast, SONET/SDH rings, 

through the use of pre-computed backup paths, are required to recover in less than 
50 ms [51], a glitch that is barely noticeable to the user in a network connection or 
phone conversation.

While it may be argued that the instability and unreliability of the Internet can 

be attributed to its rapid growth and the ad-hoc and distributed way that it has 
grown, a more likely explanation is that it is fundamentally more difficult to achieve 
robustness and stability in packet networks than circuit networks. In particular, since 

routers/switches need to maintain a distributed routing state, there is always the 

possibility th a t the state may become disconnected. In packet networks, inconsistent 
routing state can generate traffic loops and black holes and disrupt the operation of the 

network. In addition, as discussed in Section 2.3.2, the likelihood of a network getting 
into a inconsistent routing state is much higher in IP networks because (a) the routing 

packets are transm itted in-band, and therefore are more likely to incur congestion 
due to high load of user traffic; (b) the routing computation in IP networks is very 
complex; it is, therefore, more likely for the control processor to be overloaded; (c) the 
probability of misconfiguring a router is high. And misconfiguration of even a single 

router may cause instability in a large portion of the network. It is surprising tha t we 
have continued to use routing protocols that allow one badly behaved router to make
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the whole network inoperable [105]. Conversely, high availability has always been 
a government-mandated requirement for the telephone network, and so steps have 

been taken to ensure that it is an extremely robust infrastructure. In circuit networks, 

control messages are usually transmitted over a separate channel or network. This has 
the added advantage of security for network control and management. In addition, 

the routing in circuit networks is much simpler.

In datagram networks, inconsistent routing state may cause black holes or traffic 
loops so that the service to existing user traffic is disrupted -  i.e., inconsistent routing 

is service impacting. In circuit networks, inconsistent routing state may result in 
unnecessary rejection of request for new circuits, but none of the established circuits 
is affected. In summary, currently with IP, not only are failures more common, but 

also they take longer to be repaired and their impact on users is deeper.

On the face of it, then, it seems that packet-switched IP networks experience 
more failures and take longer to re-establish connectivity. However, it is not clear 

tha t reliability and fault tolerance are a direct consequence of our choice of packet 

switching or circuit switching. One can attribute much of the growth of the Internet 

to the ad-hoc and distributed way that it has grown; so it should not be surprising 

tha t there are frequent misconfigurations of routers and poorly maintained equipment 

[114]. Table 2.2 shows that router operations are the most common source of network 
failures.

The key point here is tha t there is nothing inherently unreliable about circuit 

switching, and there is an existence proof that it is both possible and economically 

viable to build a robust circuit-switched infrastructure, that is able to quickly recon

figure around failures. There is no evidence yet that we can define and implement the 
dynamic routing protocols to make the packet-switched Internet as robust. Perhaps 

the problems with BGP will be fixed over time and the Internet will become more 
reliable. But it is a mistake to believe that packet switching is inherently more robust. 
In fact, the opposite may be true.
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Type of failure Frequency of 
occurrence

description

Router Operations 36.8 % Maintenance, power fail
ures, congestion

Link Failure 34.1 % Fiber cuts, unreachable, 
interface down

Router Failures 18.9 % Hardware and software 
problems, routing prob
lems, malicious attacks

Undefined 10.5% Miscellaneous and un
known

Table 2.2: Frequency of occurrence of recorded network failures in a regional ISP in 
a one-year period [107].

2.3.4 IP  is sim pler

“IP-only networks are much easier and simpler to manage, leading to 
improved economics.” — B usiness C om m unications R eview

It is an oft-stated principle of the Internet that the complexity belongs at the 
end-points, so as to keep the routers simple and streamlined. While the general 

abstraction and protocol specification are simple, implementing a high performance 

router and operating an IP network are extremely challenging tasks.

In terms of router complexity, while the general belief in the academic community 
is that it takes 10’s of instructions to process an IP packet, the reality is that the 
complexities of a high performance router has as much to do with the forwarding 
engine as with the routing protocols (BGP, IS-IS, OSPF etc), where all the intelligence 
of the IP layer resides, as well as the interactions between the routing protocols and 
forwarding engine. A high performance router is extremely complex, particularly as 
the line rates increase. One subjective measure of the complexity is the failure rate 

of the start-ups in this space. Because of the perceived high growth of the market, a 
large number of well-financed start-ups with very capable talents and strong backing 

from carriers have attem pted to build high performance routers. Almost all have
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failed or are in the process of failing— putting aside the business/market-related 

issues, none have succeeded technically and delivered a product-quality core router. 

The core router market is still dominated by two vendors, and many of the architects 

of one came from the other. The bottom line is that building a core router is far from 

simple, mastered by only a very small group of people.

If we are looking for simplicity, then we would do well to look at how circuit- 
switched transport switches are built. First, the software is simpler. The software 
running in a typical transport switch is based on about three million lines of source 
code [154], whereas Cisco’s Internet Operating System (IOS) is based on eight million 

[66], over twice as many. Routers have a reputation for being unreliable, crashing 
frequently and taking a long time to restart, so much so that router vendors frequently 
compete on the reliability of their software, pointing out the unreliability of their 

competitor’s software as a marketing tactic. Even a 5ESS service telephone switch 
from Lucent, with its myriad of features for call establishment and billing, has only 

about twice the number of lines of code as a core router [179, 67].

The hardware in the forwarding path of a circuit switch is also simpler than that 

of a router, as shown in Figure 1.1 and Figure 1.2. At the very least, the line card of a 

router must unframe/frame the packet, process its header, find the longest-matching 
prefix that matches the destination address, generate ICMP error messages for ex
pired TTLs, process optional headers, and then buffer the packet (a buffer typically 
holds 250ms of packet data). If multiple service levels are added (for example, dif
ferentiated services), then multiple queues must be maintained, as well as an output 
link scheduling mechanism. In a router that performs access control, packets must 

be classified to determine whether or not they should be forwarded. Further, in a 

router that supports virtual private networks, there are different forwarding tables 

for each customer. A router carrying out all these operations typically performs the 

equivalent of 500 CPU serial instructions per packet (and we thought that all the 
complexity was in the end system!).

On the other hand, the linecard of an electronic transport switch typically contains 
a SONET framer to interface to the external line, a chip to map ingress time slots 
to egress time slots, and an interface to a switch fabric. Essentially, one can build
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a transport linecard (Figure 1.2) by starting with a router linecard (Figure 1.1) and 
then removing most of the functionality.

One measure of this complexity is the number of logic gates implemented in the 
linecard of a router. An OC192c POS linecard today contains about 30 million gates 

in ASICs, plus at least one CPU, 300 Mbytes of packet buffers, 2 Mbytes of forwarding 

table, and 10 Mbytes of other state memory. The trend in routers has been to put 

more and more functionality on the forwarding path: initially, support for multicast 

(which is rarely used), and now support for quality of service, access control, security 

and VPNs.6 In contrast, the linecard of a typical transport switch contains a quarter 
of the number of gates, no CPU, no packet buffer, no forwarding table, and an on-chip 

state memory (included in the gate count).

In terms of power consumption, a high-end router dissipates 75% of the power in 

the linecards, half of which comes from inter-chip I/O  communication. IP linecards 
require many chips, and thus they consume much power. The use of Ternary Con
tent Addressable Memories (TCAMs) for parallel route lookups further exacerbates 

this power consumption. In contrast, electronic circuit switches consume less power 
because they use simpler hardware, allowing more linecards (and thus more capacity) 

to be placed in a single rack.

It should come as no surprise that the highest capacity commercial transport 

switches have two to twelve times the capacity of an IP router, and sell for about 

half to one twelfth the price per gigabit per second, as shown in Table 1.1. So, even 
if packet switching might be simpler for low data rates, it becomes more complex for 
high data rates. IP ’s “simplicity” does not scale.

One might argue that the reason the circuit switches cost less is tha t they solve 
a simpler problem. Instead of being aware of individual application flows, they deal 

with large trunk lines in multiples of 51 M bit/s. So for the sake of comparison, it is 

worth considering the cost and complexity of building a core transport switch that 
could establish a new circuit for each (TCP) application flow. Let’s assume that each 

user connects to the network via a 56 K bit/s modem; this will define the granularity

interestingly, these features are added to provide traffic isolation and engineering, features that 
are intrinsic to circuit switching.
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of the switch. While such a small circuit might not be the best way to incorporate 

circuit switching into the Internet, using such small flow granularity provides an 

upper bound on the complexity of doing so. A 10 G bit/s linecard needs to manage at 

most 200,000 circuits of 56 Kbit/s. The state required to maintain the circuits, and 
the algorithms needed to quickly establish and remove circuits, would occupy only a 
fraction of one ASIC. This suggests that the hardware complexity of a circuit switch 
will always be lower than the complexity of the corresponding router.

It is interesting to explore how optical technology will affect the performance of 

routers and circuit switches. In recent years, there has been a good deal of discussion 

about all-optical Internet routers. As was mentioned in Chapter 1, there are two 
reasons why this is not feasible. First, a router is a packet switch and so inherently 

requires large buffers to hold packets during times of congestion, and currently no 

economically feasible ways exist to buffer large numbers of packets optically. The 
buffers need to be large because TC P’s congestion control algorithms currently require 
at least one bandwidth-delay product of buffering to perform well. For a 40 G bit/s link 
and a round-trip time of 250 ms, this corresponds to 1.3 GBytes of storage, which is a 

large amount of electronic buffering and (currently) an unthinkable amount of optical 
buffering. The second reason that all-optical routers do not make sense is th a t an 

Internet router must perform an address lookup for each arriving packet. Neither the 
size of the routing table, nor the nature of the lookup, lends itself to implementation 

using optics. For example, a router at the core of the Internet today must hold over 
100,000 entries, and must search the table to find the longest matching prefix — a 
non-trivial operation. There are currently no known ways to do this optically.

Optical switching technology is much better suited to circuit switches. Devices 

such as tunable lasers, MEMS switches, fiber amplifiers and DWDM multiplexers 
provide the technology to build extremely high capacity, low power circuit switches 
that are well beyond the capacities possible in electronic routers [15].

In summary, packet switches and IP linecards have to perform more operations on 
the incoming data. This requires more chips, both for logic functions and buffering; 
in addition, these chips are more complex. In contrast, circuit switches are simpler, 
which allows them to have higher capacities and to be implemented in optics.
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2.3.5 C ost o f ownership o f IP  is sm all

“Packet technology is just inherently much less expensive and more flexible 

than circuit switches.” — CTO of Sonus.

IP networks are usually marketed as having a lower cost of ownership than the 

corresponding circuit-switched network, and so they should displace circuit switching 

from the parts of the network that it still dominates; however, this has not (yet) 
happened. For example, Voice over IP (VoIP) promises lower communication costs 
because of the statistical multiplexing gain of packet switching and the sharing of the 
physical infrastructure between data and voice traffic. Despite these potential long

term cost savings, less than 6% of all international traffic used VoIP in 2001 [38, 98]. 

VoIP has become less attractive because fierce competition among phone companies 

has dramatically driven down the prices of long-distance calls [26]. In addition, the 

cost savings of a single infrastructure can only be realized in new buildings.

One of the most important factors in determining a network architecture is the 

total cost of ownership. Given two options with equivalent technical capabilities, the 
least expensive option is the one that gets deployed in the long term. So, in order to 
see whether IP will conquer the world of communications, one needs to answer this 
question: Is there something inherent in packet switching that makes packet-switched 
networks less expensive to build and operate? Here, the metric to study is the total 

cost per b it/s  of capacity.

As we saw in Section 2.3.1, the market for core routers is much smaller than that 
of circuit switches. One could argue that the market difference is because routers are 

far less expensive than circuit switches and tha t carriers are stuck into supporting 

expensive legacy circuit-switched equipment; however, IP, SONET/SDH and DWDM 

reached m aturity almost at the same time,7 so a historical advantage does not seem 
to be a valid explanation for the market sizes. A more likely explanation is that 
there are simply more circuit switches than routers in the core because routers are

7In April 1995, commercial Internet was born after the decommissioning of the NSFnet. In March 
1994, Sprint first announced its deployment of directional SONET rings. The first deployments of 
WDM were from June 1996.
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not ready to take over the transport infrastructure, and thus the market size cannot 

be used as a good indication of the equipment cost.
To analyze the total cost of packet and circuit switching, I will start breaking 

down the cost structure of an ISP. Table 2.3 shows the capital expenditure (capex), 
operation expenses (opex) and transport costs (interconnection fees) of an Internet 

carrier [184]. Similar numbers are found in [119].

Routing/switching equipment (capex) 20%
Network management and staff (opex) 45%

Transport /  transmission 35%

Table 2.3: Cost structure for an Internet carrier averaged over ten tier-1 and tier-2 
ISPs in the US and Europe [184],

Capital expenditure is the cost to build a network. Because there is little difference 
in the links and link terminations in routers and circuit switches, the difference in 
capital expenditure lays in the cost of the boxes. Production and design costs are 

related to the complexity of the system. Figures 1.1 and 1.2 show how routers need 
more components, and these are more complex, and thus routers are more expensive 

to design and produce. It should not be surprising that an OC192c packet-over- 

SONET (POS) linecard for a router costs S30-40K, whereas the equivalent SONET 
TDM linecard costs only $10-20K. If we consider that linecards are the most expensive 
part of a full router/switch, it is fair to say tha t it is more expensive to build a router 

than a circuit switch of the same capacity.
Anyhow, capital expenditure is the smaller part of the pie, and operating ex

penses represent the biggest cost factor for an ISP. To grasp the importance of the 

latter, let me point out to a study by McKinsey and Goldman-Sachs [118] that shows 

that unless per-bit operating expenses are reduced 25%-30% per year through 2005, 

no reasonable amount of per-bit capital expenditure reduction will allow carriers to 
achieve sustainable Return on Invested Capital (ROIC). However, this reduction in 

operating cost is not easy to achieve, as operating expenses are difficult to quantify, 
and their reduction may have a direct impact on the service quality.

Certainly there seems no reason to believe that IP networks are simpler to operate
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and maintain. Indeed, a report by Merrill Lynch [121] shows that the normalized 

operating expenditure for data networking is typically significantly larger than for 

voice networks. If we look at the number of network administrators present in most 

companies, usually there are far more operators for the IP network than for the phone 

network.8

Operating expenses are tied to the reliability, manageability and complexity of the 
network, and IP does not seem to win in any of these three fronts: First, as argued in 

Section 2.3.3, IP has not demonstrated to be as reliable as SONET/SDH, and thus re
quires more attention. Second, Internet management platforms are rudimentary and 

lack integration and interoperability, and tools for capacity planning, traffic engineer

ing and monitoring are almost non-existent in IP [184, 118]. Finally, as mentioned in 
Chapter 1 and Section 2.3.4 routers do not scale as well as circuit switches in terms 

of switching capacity. Consequently, one needs more routers than circuit switches to 
carry the same traffic. This creates a more complex network that is more expensive to 

build, harder to control and with more network elements demanding attention from 
operators.

However, there is one area in which IP can potentially reduce costs. IP networks 
require less network capacity to carry the same information (especially when traffic 
is bursty) because of the statistical multiplexing gain of packet switching. However, 

as we saw in Section 2.3.2, carriers do not take advantage of this characteristic of IP, 

and they prefer to operate their networks at very low utilization, as to ensure the 

reliability of their network.

To summarize, packet-switched networks seem to be more expensive to build and 
operate than circuit-switched networks. While some of the causes for the high costs of 

IP may be addressed in the future (better router software and software tools), others 

will remain (more complex boxes, less scalable routers). Nevertheless, IP is more 

flexible than circuit switching, and so there is a tradeoff between cost and flexibility. 
It is up to the carriers to decide when the need for flexibility justifies the extra cost 

of packet switching.

8Stanford University (with a population of about 15,000 people) employs 80 full-time telephone 
engineers, 25 full-time IP network engineers, and 350 part-time local IP network administrators.
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2.3.6 Support o f telephony and other real-tim e applications  

over IP  networks

“All critical elements now exist for implementing a QoS-enabled IP net

work.” — IE E E  C o m m unications M agazine

There is a widely-held assumption that IP networks can support telephony and 

other real-time applications that require minimum guaranteed bandwidth, bounded 
delay jitter and limited loss. If one looks more closely, one finds tha t the reasons for 

such an optimistic assumption are quite diverse. One school holds the view that IP is 
ready today. There are two reasons for such a belief. First, IP networks are and will 

continue to be heavily overprovisioned, and the average packet delay in the network 
will be low enough to satisfy the real-time requirements of these applications. Second, 
most interesting real-time applications, including telephony, are soft real-time in the 
sense tha t they can tolerate occasional packet delay/loss and adapt to these network 
variabilities. While today’s IP networks are heavily overprovisioned, it is doubtful 

whether a new solution (far from complete yet) that provides a worse performance 

can displace the reliable and high quality service provided by today’s TDM-based 

infrastructure (which is already paid-for).
Another school believes that for IP to succeed, it is critical for IP to provide 

Quality of Service (QoS) with the same guarantees as TDM but with more flexibility. 
In addition, the belief is that there is no fundamental technical barrier to build a 
connection-oriented service (Tenet [75] and IntServ [20]) and to provide guaranteed 
services in the Internet. The technical ingredients for a complete solution include 

efficient packet classification and scheduling algorithms. Unfortunately, after more 

than ten years of extensive research and efforts in the standards bodies, the prospect 

of end-to-end per-flow QoS in the Internet is nowhere in sight. The difficulty seems 
to be the fact tha t there is huge culture gap between the connection and datagram 
design communities. By blaming the failure on “connections”, a third school holds 

the view that a simpler QoS mechanism such as DiffServ is the right way to go. Again, 
we are several years into the process, and it is not at all clear that the “fuzzy” QoS 
provided by DiffServ (with no route pinning support and no per flow QoS scheduling)
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will be good enough for customers who are used to the simple QoS provided by the 

existing circuit-switched transport networks.

The tru th  is that many of these QoS mechanisms, such as DiffServ and IntServ, are 
implemented in most routers deployed in the Internet; however, few service providers 

enable them and use them. The reasons are that these mechanisms are difficult to 

understand and configure and that they require an active cooperation among ISPs 

for them to provide end-to-end QoS.

Finally, no m atter what technology we intend to use to carry voice over the In

ternet, there are few financial incentives to do so. As Mike O’Dell9 recently said 
[134]: “[to have a Voice-over-IP (VoIP) service network one has to] create the most 

expensive data service to run an application for which people are willing to pay less 
money everyday [...] and for which telephony already provides a better solution with 

a marginal cost of almost zero.” The result is that despite the promised cost reduc
tions of Voice over IP, in 2001 less than 6% of all international voice traffic out of the 

US used VoIP.

On the other hand, because circuits are peak-allocated, circuit switching provides 
simple (and somewhat degenerate) QoS, and thus there is no delay jitter. The user 

(or server) can inform the network of a flow’s duration, and specify: its desired rate 
and blocking probability (or a bound on the time that a flow can be blocked). These 

measures of service quality are certainly simpler for users to understand and for 

operators to work with, than those envisaged for packet-switched networks.

2.4  D iscu ssion

Up until this point, I have considered some of the folklore surrounding the packet- 
switched Internet. The overall goal is to provoke discussion and research on funda
mental issues that need to be addressed so that IP can continue to revolutionize the 
world of communications. As a research community, we need to think beyond the 

daily challenges of maintaining and optimizing the expanding Internet, and move on

9Former Senior Vice President of UUNET, responsible for technical strategic direction and ar
chitecture of the network.
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to consider the enormous challenges tha t lie ahead.

It seems that there are two main limitations to the widespread adoption of IP: 

dependability and the right way for IP to co-exist with circuits. In what follows, I 

will discuss each in turn.

2.4.1 D ependability  o f IP  networks

High dependability, in the broadest sense, is a must if IP is to become a successful 
transport technology (to compete or displace circuit-based transport networks), and 

if the Internet is to become the universal infrastructure for high value applications. 

For example, voice services are a high-revenue, and very profitable business. Trusting 
them to today’s unreliable, and unpredictable IP networks would be an unnecessary 

risk, which is why — despite predictions to the contrary — telephone carriers have 

not done so.

High dependability means several things: robustness and stability, traffic isolation, 

traffic engineering, fault isolation, manageability, and last but not least, the ability to 
provide predictable performance in terms of bounded delay and guaranteed bandwidth 
(QoS). In its current form, the Internet excels in none of these areas. Although it is 
clearly a challenge to achieve each of these goals, they must all be solved for IP to 
become dependable enough for use as a transport mechanism.

2.4.2 Interaction o f IP  and circuits

The current Internet is based on packet-switched routers in the edges, interconnected 

by a circuit-switched transport network. Given the benefits of circuit switching, it 

would seem perverse for the packet-switched network to grow to subsume the trans
port network. It is inconceivable tha t the network providers would remove the exist
ing, robust, reliable, predictable and largely paid-for transport network, and replace 
it with a technology that seems more complex, less reliable, more expensive and not 
yet installed.

W hat seems more likely is tha t packet switching will continue to exist at the edge 
of the network, aggregating and multiplexing traffic from heterogeneous sources for
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applications that have no delay or quality requirements. In other words, packet- 
switched IP will continue to provide a simple service abstraction for a variety of 

applications. However, this does not preclude the existence of highly specialized 

service networks living alongside IP and using other switching techniques. In fact, it 

is unlikely that the phone or TV cable service networks will be completely replaced 

by an IP network any time soon as it would require a huge amount of capital to build 

a new network.

At the core of the network, one can expect the circuit-switched transport network 
to remain as a means to interconnect the packet-switched routers and as a means 

to provide high reliability and performance guarantees. Over time, more and more 
optical technology will be introduced into the transport network, leading to capacities 

that (necessarily) electronic routers cannot achieve.

One remaining question is whether or not the circuit-switched network will be 
controlled by IP. In other words, will the IP network decide dynamically when to 
create new circuits between routers? For example, a router could monitor the oc

cupancy of its queues or the number of active flows and periodically add or remove 

circuits to other routers based on current demand [7, 181]. Such a system has the 

benefit of enabling IP to gain the benefits of fast optical circuit switches in the core, 
yet maintain the simple service model for heterogeneous sources at the edge. 10

However, while a complete control by IP of the circuit-switched backbone seems 
appealing to IP, one needs to remember that the majority of the revenue for the 
circuit switches will still be from other applications, such as voice. Since the packet- 
switched network is unlikely to provide the predictability needed for voice traffic, it 

will continue to operate over its own, separate circuit-switched edge network and to 

be carried over the shared transport network at the core. In this environment, it is 

unlikely that the routers will be allowed to control the entire capacity of the transport 

switches, unless the revenue for the Internet exceeds that of telephony. At the current 
growth rates, it will take over 15 years for data traffic to surpass telephony as the 
main source of revenue in telecommunications. In the future, it is more likely that the 

routers will be allocated a fraction of the circuit-switched transport infrastructure,

10Chapter 4 and Chapter 5 describe two ways of integrating IP and circuit switching in the core.
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which they can control and adapt to best serve their needs.

W ith the dynamic control of circuit-networks (possibly by an IP-based control 
plane), it is also conceivable tha t the IP routers at the edge can signal to the trans
port network to dynamically create new circuits or change the bandwidth of existing 

circuits.

2.4.3 W hat if we started  w ith  a clean slate?

In the preceding discussion, an outcome was depicted based on historical conditions, 

in the context of a pre-existing circuit-switched transport network. So if we started 
again, with the benefit of hindsight, would we build a network with circuit switching 
at the core, and packet switching at the edge? I believe that we would, and that it 

would look something like this:

• A ddressing  schem e. A simple, unique and universal addressing scheme (like 
IP ’s) would allow us to communicate with any sort of device or application 
anywhere in the world. This addressing scheme defines the routing algorithms 

in the intermediate network nodes, but it is completely independent of the 

forwarding or switching mechanisms that they use.

• S w itching  in  th e  edges o f th e  netw ork . Packet switching would be used 

in the edges of the network as well as in those links where bandwidth is scarce 
(such as some satellite and wireless links, and underwater cables). The reasons 
for this are threefold. First, packet switching makes a very efficient use of 
the bandwidth in these cases. Second, as will be emphasized in Chapter 3, it 
can greatly improve the end-user response time by borrowing all available link 

bandwidth when other users are not active. Finally, packet switches can be 
cost effective for lower link rates. The packet-switched network should ideally 
gather traffic from disparate sources, and multiplex it together in preparation 

for carriage over a very high capacity, central, circuit-switched core. In this 

environment, local switching at the edge of the network is an optimization that 
may or may not be necessary. W ithout it, the packet-switched network is simply
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a hierarchy of statistical multiplexers, with little or no forwarding decisions. All 

traffic can be multiplexed towards the core, then demultiplexed again towards 

the edge. While less efficient, it provides a simplified environment in which to 

deploy the delay guarantees needed by telephony. And so it might be feasible 
to carry the traffic from access voice switches to the core over the statistically 

multiplexed edge network.

• Sw itch ing  in  th e  core o f th e  netw ork . At the core of the network, there 

seem a number of compelling reasons to use circuit switching. First, circuit 

switching has already demonstrated its robustness and its ability to quickly re

cover from failures. Circuit switching is inherently simpler than packet switch

ing, requiring less work to forward data, and consequently will cost less as a 

result, will consume less power, and will take up less space. Last, but not least, 
circuit switching provides an easy way to adopt the huge potential of high ca
pacity optical switches. W ithout electronics on the forwarding path, one can 

expect optical switches to provide abundant capacity at low cost.

• In te g ra tio n  of b o th  sw itch ing  m echanism s. Rather than working indepen
dently, both these mechanisms would be tightly integrated, in such a way that an 

action in one provokes an appropriate reaction in the other. For example, packet 
switching would have to export the QoS and connection-oriented nature of the 
circuit-switched core to the applications that require it. On the other hand, 

circuit switching has to respond to the increases in activity of packet switching, 
by adapting its capacity among core/edge gateways accordingly. Additionally, 

we will find more hybrid switches that can do both circuit and packet switching, 
serving as gateways between the two worlds. Chapter 4 and Chapter 5 describe 
two ways of bridging packet switching and circuit switching. Finally, the idea 
of using circuit switching to interconnect distant routers can also be extended 

to using a circuit-switched crossconnect to interconnect the packet-switched 

linecards of a router.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



48 CHAPTER 2. CIRCUIT AND PACKET SWITCHING

2.5  C onclusions and  su m m ary  o f con tr ib u tion s

While it is technically pleasing to believe that IP will dominate all forms of commu

nication, our delight in its elegance is making us overlook its shortcomings. IP is 

an excellent means to exchange data, which explains its success. This chapter has 

demystified some of the proclaimed advantages of IP, such as the claims that IP is 

simpler, more robust, more efficient, tha t it dominates world communications, and 
tha t it can support QoS-aware applications. I have reserved the rebuttal of what is 
probably the most important claim for next chapter; namely, tha t IP can achieve 
better response time for the end user.

IP remains ill suited as a means to provide many other types of service, and 
is too crude to form the transport infrastructure in its own right. To allow the 

continued success of IP, we must be open-minded to it living alongside, and co

operating with, other techniques (such as circuit switching) and protocols that are 

optimized to different needs.
The conclusion is that while packet-switched IP will continue to dominate best- 

effort data services at the edge of the network, the core of the network will use circuit 
switching as a transport platform for multiple services. Circuit switching allows the 
construction of networks with very high capacity, scalability, flexibility, self-healing, 
reliability and auto-adaptation to current network traffic conditions; thus, IP will have 

a hard time replacing the circuit switching that already exists in the core. We should 
instead start thinking of how to integrate the two technologies: circuit switching in 

the core and packet switching in the edges.
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Chapter 3

R esponse Tim e of Circuit and 
Packet Switching

3.1 In trod u ction

As we saw in Chapters 1 and 2 , packet switches (routers) do not offer any significant 

advantages with respect to circuit switches in terms of simplicity, robustness, cost- 

efficiency, or quality of service (QoS). In addition, circuit switches scale better in 
terms of switching capacity than routers, and it is possible to develop circuit switches 

with an all-optical data path because they do not have the buffering and per-packet 
processing requirements of routers. As a result, circuit switching can be used to close 
the current gap between the growth rates of traffic demand and router capacity. All 

this indicates that circuit switching should be a good candidate for the core of the 

Internet — where capacity is needed the most.

We could indeed benefit from using more circuit switching in the core of the 

network; however, we need to answer two questions first: How would the network 
perform as far as the end-user is concerned if there were circuits at the core? And 
how do we introduce circuit switching at the core (not the edge) of the Internet in an 

evolutionary way?

In Chapters 4 and 5, I will concentrate on the second question, by proposing two 
approaches for integrating circuit and packet switching, and analyzing their feasibility.

49
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This chapter concentrates on the first question. In particular, it looks at the response 

time seen by end users in the extreme case in which each application flow at the 
edge of the network triggers a new circuit at the core (this is called TCP Switching). 

TCP Switching exploits the fact that most data communications are connection- 
oriented, and, thus, existing connections can easily be mapped to circuits in the 
backbone. Despite its name, TCP Switching works with any application flow, and so 

it also works with less common UDP flows, as well as ICMP and DNS messages. I 
recommend the reader to also read the next chapter, as it provides more information 

about the problem and some discussion of the salient advantages and disadvantages 

of TCP Switching. However, Section 3.5 provides enough information about TCP 

Switching for the purposes of this chapter, and so it is not necessary to have read the 

next chapter to understand the performance evaluation done here.

However, it is not the purpose of this chapter to argue how good or bad TCP 
Switching is in terms of its implementation or ease of integration into the current 
Internet. Instead, this chapter explores how the Internet would perform if it included 
a significant amount of fine-grain circuit switching. In particular, the goal is to 
examine the obvious question (and preconception): Won’t  circuit switching lead to 

a much less efficient Internet because of the loss of statistical multiplexing? And, 

consequently, doesn’t packet switching lead to lower costs for the operator and faster 

response times for the users? While I am not necessarily arguing that TCP Switching 

is the best way to introduce circuit switching into the core of the Internet, it is 

possible to analyze this extreme approach. The results of this chapter are not limited 
to TCP Switching, and they should give us an indication of how any dynamic circuit 

switching technique will perform as far as the user is concerned and whether increased 
deployment of circuit switching (in optical or electronic forms) makes sense.

In Chapter 2, we already saw how QoS-aware applications can benefit from the 
simpler and clearer QoS definitions of circuit switching. However, the most important 

performance metric for the end user is currently the response time of a flow, defined as 
the time from when a user requests a file from a remote server until the last byte of that 

file arrives. This metric is so relevant because the most common use of the Internet

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



3.2. BACKGROUND AND PREVIOUS WORK 51

today is to download files,1 whether they are web pages, programs, images, songs, or 
videos. After modeling and simulating the response time of equivalent packet- and 

circuit-switched systems, this chapter concludes that, while circuit switching does 

not make much sense for the local area or access network due to its poor response 

time in that environment, there would be little change in end-user performance if 

we introduced circuit switching into the core of the Internet. Given the relevant 

advantages of circuit switching that were described in Chapter 2 (namely, the higher 

capacity of circuit switches, their higher reliability, their lower cost, and their support 
for QoS), one can conclude that we would clearly benefit from more circuit switching 

in the core of the Internet.

3.1.1 O rganization o f th e chapter

This chapter is solely devoted to the study of the most important end-user metric, 

the response time. Section 3.2 describes some early work on the response time of 
packet switching. Then, Section 3.3 analyzes the response time in LANs and shared 
access networks; it starts with two motivating examples, one in which circuit switching 
outperforms packet switching, and one in which packet switching outperforms circuit 
switching. I then use a simple analytical model derived from an M /G I/1 queueing 
system to determine the conditions under which one technique outperforms the other. 
Special emphasis is given to flow-size distributions that are heavy tailed, such as 

the ones found in the Internet. Section 3.4 performs an analysis similar to that in 
Section 3.3, but for the core of the network. These analytical results do not include 

many network effects that may affect the response time, and so Section 3.5 uses ns-2 
simulations to validate the results for the core. Section 3.7 concludes this chapter.

3.2 B ackground  and  p rev iou s work

Early work in the late 60s and in the 70s [96, 10, 164, 97, 175, 95] studied the 

response time of packet and circuit switching in the context of radio networks, satellite

1 Web browsing and file sharing represent over 65% of Internet transferred bytes today [31].
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communications and the ARPANET (the precursor of the modern Internet). These 
three network scenarios had something in common: links had less capacity than the 

bandwidth that an end host could process, and so a single end host could take all 

link bandwidth along a path if no one else was using it. The conclusion of this early 

work was that packet switching is more efficient than circuit switching, and it provides 

better response time under these scenarios. These results were obtained using M /M /N  

queueing models, where arrivals are Poisson and service times are exponential.

W ith time, these results have been extrapolated to form part of the IP folklore 

despite the fact that much has changed in the Internet. First, a single end host is 

no longer capable of filling up a link in the core (2.5 G bit/s and above) on its own. 
Second, it has been shown that whereas flow/session arrivals are Poisson (or close to 
Poisson) [78, 45], flow sizes are not exponential, but rather heavy-tailed, and thus 

they are closer to a Pareto distribution than an exponential one [84, 57, 183]. This 
chapter evaluates the end-user response time with consideration of the characteristics 
of the current Internet.

3.3  L A N s and shared  access netw orks

I will start with some examples to illustrate what may happen when circuit or packet 

switching is used. I will use a simple example to demonstrate a scenario under which 
circuit switching leads to improved user response time, and one in which the opposite 
is true.

3.3.1 Exam ple 1: L A N s w ith  fixed-size flows

Consider the network in Figure 3.1 with 100 clients in the East Coast of the US 

all trying simultaneously to download a 10-Mbit file2 from a remote server that is 
connected to a 1 G bit/s link. W ith packet switching, all 100 clients share the link 

bandwidth in a fair fashion. They receive 1/100 of the 1 Gbit/s, and so all 100 clients 

will finish at the same time, after 1 sec. On the other hand, with circuit switching

2For purposes of this chapter, I will define “1 M bit” to  be equal to 106 bits, not 210 bits, in order
to simplify our examples.
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File = lUGbits/ 
lOMbits

100 clients'

Figure 3.1: Network scenario for both motivating examples. The bottleneck link
is a transcontinental link of 1 Gbit/s. In the first scenario, all files are of the same 
length (10 Mbits). In the second scenario, the first file tha t gets requested is 1000 
times longer (with a size of 10 Gbits) than the other 99 files (of 10 Mbits).

and circuits of 1 Gbit/s, the average response time is 0.505 sec, half as much as for 
packet switching. Furthermore the worst client using circuit switching performs as 
well as all the clients using packet switching, and all but one of the clients (99% in this 
case) are better off with circuit switching. We observe that in this case it is better to 

complete each job one at a time, rather than making slow and steady progress with all 
of them simultaneously. It is also worth noting that, even when circuits are blocked 
for some time before they start, they all finish before the packet-switched flows that 

started earlier, and it is the finishing time that counts for the end-user response time. 
This result is reminiscent of the scheduling in operating systems where the shortest 

remaining job first policy leads to the fastest average job completion time.

Circuit Packet
switching switching

Flow bandwidth 1 G bit/s 10 M bit/s
Average response time (s) 0.505 1

Maximum response time (s) 1 1

Table 3.1: Average and maximum response times in Example 3.3.1
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3.3.2 Exam ple 2: LA N s w ith  heavy-tailed  flow sizes

This second example demonstrates a scenario under which packet switching leads to 

improved response time. Consider the previous scenario, but assume that one client 

starts downloading a much longer file of 10 Gbits slightly before the others. With 

circuit switching, this client hogs the link for 1 0  sec, preventing any of the other 

flows from making progress. So, the average response time for circuit switching is 

10.495 sec versus just 1.099 sec for packet switching. In this case all but one of the 
clients are better off with packet switching. Since active circuits cannot be preempted, 
the performance of circuit switching falters as soon as a big flow monopolizes the link 

and prevents all others from being serviced. W ith packet switching, one long flow can 
slow down the link, but it will not block it.

Circuit Packet
switching switching

Flow bandwidth 1 G bit/s 10 M bit/s, later 1 G bit/s
Average response time (s) 10.495 1.099

Maximum response time (s) 10.99 10.99

Table 3.2: Average and maximum response times in Example 3.3.2

Which scenario is more representative of the Internet today? I will argue that the 
second scenario (for which packet switching performs better) is similar to the edge of 
the network (i.e., LAN and access networks) because as we will see flow sizes in the 
Internet are not constant and they follow a heavy-tailed distribution. However, I will 

also argue tha t neither scenario represents the core of the Internet. This is because 

core links have much higher capacity than edge links, and so a single flow cannot hog 

the shared link. A different model is needed to capture this effect. But first, I will 

consider a simple analytical model of how flows share links at the edge of the network.

3.3.3 M odel for LA N s and access networks

I start by modeling the average response time for parts of the network where a single 
flow can fill the whole link. Below, I use a simple continuous time queueing model
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for packet and circuit switching to try  and capture the salient differences between 

them. I will use an M /G I/1 queue. The model assumes that traffic consists of a 
sequence of jobs, each representing the downloading of a file. Performance is assumed 

to be dominated by a single bottleneck link of capacity R, as shown in Figure 3.2. A 
service policy decides the order in which data is transferred over the bottleneck link. 

To model packet switching, we assume the service policy to be Processor Sharing 

(PS-PrSh), and so all jobs share the bottleneck link equally, and each makes progress 

at rate R /k ,  where k  is the number of active flows. To model circuit switching, we 

assume that the server takes one job at a time and serves each job to completion, at 

rate R, before moving onto the next.

Senders Receivers

Link under consideration

PS-PrSh
CS-FCFS
CS-SJF

Figure 3.2: Queueing model used to analyze a bottleneck link using circuit and
packet switching.

The circuit-switching model is non-preemptive, modeling the behavior of a circuit 

that occupies all the link bandwidth when it is created, and which cannot be pre

empted by another circuit until the flow finishes. To determine the order in which 

flows occupy the link, we consider two different service disciplines: First Come First
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Serve (CS-FCFS) and Shortest Job First (CS-SJF). It is well known [96] that CS- 

SJF has the smallest average response time among all non-preemptive policies in 

an M /G I/1 system, and so CS-SJF represents the best-case performance for circuit- 

switching policies. However, CS-SJF requires knowledge of the amount of work re
quired for each job. In this context, this means the router would need to know the 
duration of a flow before it starts, which is information not available in a TCP connec

tion or other types of flows. Therefore, CS-FCFS is considered a simpler and more 
practical service discipline, since it only requires a queue to remember the arrival 

order of the flows.

In our model, flows are assumed to be reactive and able to immediately adapt to 

the bandwidth that they are given. The model does not capture real-life effects such 

as packetization, packet drops, retransmissions, congestion control, etc., all of which 
will tend to increase the response time. This model can be seen as a benchmark that 

compares how the two switching techniques fare under idealized conditions. Later, 
the results will be corroborated in simulations of full networks.

The average response time, E[T\, as a function of the flow size, X , is [96, 52]:

For M /G I/l/PS-PrSh:

E[T] = E[X\  +  E\W] =  E[X\  +  —^— E[X] (3.1)
1 -  p

for M /GI/1/CS-FCFS:

E[T] =  E[X\ + E[W] =  E\X] +  x (3.2)

for M /GI/1/CS-SJF:

pE[X2] roo________________ f ( x )dx________________
2 E[X] Jo ( l - y f ( y ) d y ) ( l - y f ( y ) d y )

where 0 < p < 1 is the system load, W  is the waiting time of a job in the queue, 
and f ( x )  is the distribution of the flow sizes.

To study the effect of the flow size variance, I use a bimodal distribution for the 
flow sizes, X ,  such that f ( x ) =  ad(x  — A) + (1 — a)8(x — B ), with a  € (0 ,1 ). A  is
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held constant to 1500 bytes, and B  is varied to keep the average job size, E[X], (and 

thus the link load) constant.

Figure 3.3 shows the average response time for circuit switching (for both CS-SJF 
and CS-FCFS) with respect to tha t for PS-PrSh for different values of a  and for link 

loads of 25% and 90%. A value of below 1 indicates a faster response time for circuit 

switching, a value above 1 shows that packet switching is faster.

M/Bimodal/1

C/3
S-4o*I00&
o  
■*—*

>
d
13

£o04
C/5UP4

10
C S-FC FS/PS-PrSh, p=0.

/ / iC S-FC FS/PS-PrSh, p=0.25  

C S-SJF/PS-PrSh, p=0.25

1

C S-SJF/PS-PrSh, p=0.9

0.1
0.60.3 0.4 0.5 0.7 0.8 0.90 0.1 0.2

a

Figure 3.3: Relative average response time of CS-FCFS and CS-SJF with respect to 
PS-PrSh for a single server. Arrivals are Poisson and flow sizes are bimodal with 
parameter a. Link loads are p = 0.25 and p =  0.9.

The figure is best understood by revisiting the motivating examples in sections 3.3.1 

and 3.3.2. When a  is small, almost all flows are of size B  «  E[X], and the flow size 
variance is small, a2x  =  (22[X] — A)2 x a / ( l  — a) ■C  (.Epf])2. As we saw in the first 

example, in this case the average waiting times for both CS-FCFS and CS-SJF are 
about 50% of those for PS-PrSh for high loads.

On the other hand, when a  approaches 1, most flows are of size A, and only a few
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are of size B  = {E[X} — a A ) / ( l  — a) — > oo. Then g\  =  (E [X ] — A)2 x a / ( l - a )  — > 
oo, and so the waiting time of circuit switching also grows to oo. This case is similar 

to our second example, where occasional very long flows block short flows, leading to 

very high response time.

We can determine exactly when CS-FCFS outperforms PS-PrSh based on Equa
tions 3.1 and 3.2. The ratio of their expected waiting time is E [X 2]/(2E[X]2) , and so 

as long as the coefficient of variation C 2 =  E [ X 2}/E[X]2 — 1 is less than 1, CS-FCFS 
always behaves better than PS-PrSh. On the other hand, CS-SJF behaves better 

than CS-FCFS, as expected, and it is able to provide a faster response time than 

PS-PrSh for a wider range of flow size variances, especially for high loads when the 

job queue is often non-empty and the reordering of the queue makes a difference. 
However, CS-SJF cannot avoid the eventual hogging by long flows when the job-size 

variance is high, and then it performs worse than PS-PrSh.

It has been reported [84, 57, 183] tha t the distribution of flow durations is heavy
tailed and tha t it has a very high variance, with an equivalent a  greater than 0.999. 
This suggests that PS-PrSh is significantly better than either of the circuit-switching 

disciplines. I have further verified this conclusion using a Bounded-Pareto distribution 

for the flow size, such that f ( x )  oc a;-7-1 . Figure 3.4 shows the results. It should not 
be surprising how bad circuit switching fares with respect to packet switching given 

the high variance in flow sizes of the Pareto distribution.

We can conclude that in a LAN environment, where a single end host can fill up 
all the link bandwidth, packet switching leads to more than 500-fold lower expected 

response time that circuit switching because of link hogging.

3 .4  C ore o f  th e  In tern et

In the previous section, we saw what happens when a circuit belonging to a user flow 
blocks the link for long periods of time. However, this is not possible in the core of 
the network. For example, most core links today operate at 2.5 G bit/s (OC48c) or 

above [30], whereas most flows are constrained to 56 K bit/s or below by the access 
link [59]. Even if we consider DSL, cable modems and Ethernet, when the network

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



3.4. CORE OF THE INTERNET 59

M/Pareto/1
100000

£ 10000 
O h 
I

00

o 1000H—>
<D
>

100

CS-FCFS/PS-PrSh, y =1.1

CS-FCFS/PS-PrSh, y =1.3

<o
a
<DGG
coOh
GO

OfiS

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

Link load (o 1

Figure 3.4: Relative average response time of CS-FCFS with respect to PS-PrSh for a 
single server. Arrivals are Poisson and flow sizes are bounded Pareto with parameter 
7  =  1.1 and 7  =  1.3. Link loads are p =  0.25 and p = 0.9.

is empty a single user flow cannot fill the core link on its own. For this case, we need 

a different analysis.

3.4.1 Exam ple 3: A n overprovisioned core o f th e  network

For the core of the network, I will consider a slightly modified version of the last 

example for LANs. Now, client hosts access the network through a 1 M bit/s link, as 
shown in Figure 3.5. Again, the transcontinental link has a capacity of 1 G bit/s, and 

there are 99 files of 10 Mbits and a single 10-Gbit file. In this case, flow rates are 
capped by the access link at 1 M bit/s no matter what switching technology is used. 
W ith circuit switching, it does not make sense to allocate a circuit in the core tha t has
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more capacity than the access link because the excess bandwidth would be wasted. 
So, all circuits get 1 M bit/s, and because the core link is of 1 G bit/s, all 100 circuits of 

1 M bit/s can be admitted simultaneously. Similarly, we can fit all 100 packet-switched 

flows of 1 Mbit/s. If there is no difference in the flow bandwidth or the scheduling, 

then there is absolutely no difference in the response time of both techniques, as shown 

in Table 3.3. These results are representative of an overprovisioned core network.

Access Links 
IMb/s

1 server

100/10000 
Files £

F ile=  lOGbits/ 
lOMbits

100 / 10000'

clients

Figure 3.5: Network scenario for motivating examples 3.3.1 and 3.3.2. Access links 
of IM bit/s have been added, while the transcontinental link of 1 G bit/s is kept the 
same. 1% of the files are long files of 10 Gbits, and the rest are only 10-Mbit long. 
In Example 3.4.1, there are only 100 clients, and in Example 3.4.2, 10000 clients.

Circuit
switching

Packet
switching

Flow bandwidth 1 M bit/s 1 M bit/s
Average response time (s) 109.9 109.9

Maximum response time (s) 1 0 0 0 0 1 0 0 0 0

Table 3.3: Average and maximum response times in Example 3.4.1
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3.4.2 Exam ple 4: A n oversubscribed core o f th e  network

I will consider a fourth motivating example to illustrate what happens when we 
oversubscribe the core of the network. Consider the same scenario as before, but 
with 1 0 0  times as many clients and files; namely, we have 1 0 0 0 0  clients requesting 

9900 files of 10 Mbits and 100 files of 10 Gbits (which get requested slightly before 

the shorter ones). W ith circuit switching, all circuits will be of 1 M bit/s again, and 

100 M bit/s of the core link will be blocked by the long flows for 10000 s, whereas 

short flows will be served in batches of 900 flows that last 10 s.

Circuit Packet
switching switching

Flow bandwidth 1 M bit/s 100 K bit/s, later 1 M bit/s
Average response time (s) 159.4 199.9

Maximum response time (s) 1 0 0 0 0 10090

Table 3.4: Average and maximum response times in Example 3.4.2

W ith packet switching, all 10000 flows will be admitted, each taking 100 K bit/s 

of the core link. After 100 s, all short flows finish, at which point the long flows get 

1 M bit/s until they finish. The long flows are unable to achieve 10 M bit/s because 

the access link caps their peak rate. As a result, the average response time for packet 

switching is 199.9 s vs. the 159.4 s of circuit switching. In addition, the packet- 
switched system is not longer work conserving, and, as a consequence, the last flow 
finishes later with packet switching. The key point of this example is that by having 

more channels than long flows one can prevent circuit switching from hogging the link 
for long periods of time. Moreover, the oversubscription of a link with flows hurts 

packet switching because the flow bandwidth is squeezed.

Which of these two scenarios for the core is more representative of the Internet 

today? I will argue that it is Example 3.4.1 (for which circuit switching and packet 

switching perform similarly) because it has been reported that core links are heavily 

overprovisioned [135, 47, 90].
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3.4.3 M odel for th e core o f th e  Internet

At the core of the Internet, flow rates are limited by the access link rate, and so a 

single user cannot block a link on its own. To reflect this, the analytical model of 

Section 3.3.3 needs to be adjusted by capping the maximum rate that a flow can 

receive. I will use N  to denote the ratio between the data rates of the core link 

and the access link. For example, when a flow from a 56 K bit/s modem crosses a 
2.5 G bit/s core link, N  = 44,000. Now, in the fluid model a single flow can use at 
most 1 /N  of the whole link capacity, so rather than having a full server, I will use 

N  parallel servers, each with 1/N  of the total capacity. In other words, I will use an 
M /G I/N  model instead. For this model, there is an analytical solution for the PS- 

PrSh discipline [49]; however, there is no simple closed-form solution for CS-FCFS or 

CS-SJF, so I resort to simulation for these disciplines instead.
W ith circuit switching, the more circuits that run in parallel, the less likely it is 

tha t enough long flows appear at the same time to hog all the circuits. It is also 
interesting to note that CS-SJF will not necessarily behave better than CS-FCFS all 

the time, as CS-SJF tends to delay all long jobs and then serve them in a batch when 

there are no other jobs left. This makes it more likely for hogging to take place, 
blocking all short jobs that arrive while the batch of long jobs is being served. On 
the other hand, CS-FCFS spreads the long jobs over time (unless they all arrived at 
the same time), and it is therefore less likely to cause hogging. For this reason and 
because of the difficulties implementing CS-SJF in a real network, I will no longer 

consider it in our M /G I/N  model.
Figure 3.6 compares the average response time for CS-FCFS against PS-PrSh for 

bimodal service times and different link loads. The ratio, N,  between the core-link 
rate and the maximum flow rate varies from 1 to 512. We observe tha t as the number 

of flows carried by the core link increases, the performance of CS-FCFS improves and 
approaches that of PS-PrSh. This is because for large N  the probability tha t there are 
more than N  simultaneous long flows is extremely small. The waiting time becomes 
negligible, since all jobs reside in the servers, and so circuit switching and packet 
switching behave similarly. Figures 3.7a and 3.7b show similar results for bounded 
Pareto flow sizes as we vary the link load. Again, as N  becomes greater or equal to
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Figure 3.6: Relative average response time of CS-FCFS and CS-SJF with respect to 
PS-PrSh for an increasing core-to-access link-capacity ratio, N.  Arrivals are Poisson 
and flow sizes are bimodal with parameter a. Link loads are p =  0.25 and p =  0.9. 
The value of N  at which the curve flattens increases with the load, p, but it is smaller 
than 512 even for high loads.

512, there is no difference between circuit and packet switching in terms of average 

response time for any link load. I have also studied the standard deviation of the 
response time, <tt , for both flow size distributions, and there is also little difference 

once N  is greater than or equal to 512.

To understand what happens when N  increases, we can study Figure 3.8. As 

we can see, the number of flows in the queue (shown in the upper three graphs) 
increases drastically whenever the number of long jobs in the system (shown in the 
bottom three graphs) is larger than the number of servers, which causes a long- 

lasting hogging. Until the hogging is cleared, there is an accumulation of (mainly) 

short jobs, which increases the response time. As the number of servers increases, the 
occurrence of hogging events is less frequent because the number of long flows in the
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Figure 3.7: Relative average response time for CS-FCFS with respect to PS-PrSh
for an increasing core-to-access link-capacity ratio, N.  Arrivals are Poisson and flow 
sizes follow a bounded Pareto distribution with 7  =  1.1 (a) and 7  =  1.3 (b). The 
value of N  at which the curves flatten is smaller than 512.

system is smaller than the number of servers, N,  almost all the time. The results for 
an M /Bimodal/N system are very similar.

In the core, N  will usually be very large. On the other hand, in metropolitan 
networks, N  might be smaller than the critical N,  at which circuit switching and 

packet switching have the same response time. Then, in a MAN a small number 
of simultaneous, long-lived circuits might hog the link. This could be overcome by 

reserving some of the circuits for short flows, so tha t they are not held back by the 
long ones, but it requires some knowledge of the duration of a flow when it starts. 

One way of forfeiting this knowledge of the flow length could be to accept all flows, 
and only when they last longer than a certain threshold, they are classified as long 
flows. However, this approach has the disadvantage that long flows may be blocked 
in the middle of the connection.

One might wonder why a situation similar to Example 3.4.2 does not happen. 

In tha t example, there were many more active flows than the ratio N , and then the 
packet-switched flows would squeeze the available bandwidth. However, if we consider 
Poisson arrivals, the probability that there are at least N  arrivals during the duration
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Figure 3.8: Time diagram of three M /Pareto/N /CS-FCFS systems. The top three 
graphs show the total number of jobs in the queue for (a) N  = 1, (b) N  = 10, and (c) 
N  = 100. The bottom graphs only show the number of long jobs in the system (both 
in the queue and in the N  servers). Whenever there are more than N  long jobs, the 
queue builds up. A long job is one tha t is three times longer than the average job 
size.

of a “short” flow is very small because most bytes (work) are carried by long flows 

as shown in Figure 1.6. As a result, P(at least N  arrivals during short f low) =
1 — F^(N — 1) -+■ 0 as A  - +oo, where Fx is cumulative distribution function (CDF) 

of a Poisson distribution with parameter A, and:

A — A x =  A ^  x E[X̂ t] x  N  = p x  x i V « p x i V < i V

where 0 < p < 1 is the total system load, E[X\short\  <C E[X]  is the average size of 

short flows, and R  is the link capacity. As a result, P(at least N  arrivals during short flow)  

0 .

In summary, the response time for circuit switching and packet switching is similar 
for current network workloads at the core of the Internet, and, thus, circuit switching 

remains a valid candidate for the backbone. As a reminder, these are only theoretical 
results and they do not include important factors like the packetization of information, 
the contention along several hops, the delay in feedback loops, or the flow control
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algorithms of the transport protocol. The next section explores what happens when 

these factors are considered.

3.5 S im u lation  o f  a real netw ork

To complete this study, I have used ns-2 [89, 125] to simulate a computer network, 

where I have replaced the packet-switched core with a circuit-switched core using 

TCP Switching. I will briefly describe how TCP Switching works below for the pur
poses of calculating the end-user response time. Chapter 4 provides a more detailed 

description of this network architecture, in case the reader is eager to know more.

W ith TCP Switching, end hosts operate as they would normally do in a packet- 
switched Internet. When the first packet of a flow arrives to the edge of a circuit- 
switched cloud (see Figure 3.9), the boundary router establishes a dedicated circuit 

for the flow. All subsequent packets in the flow are injected into the same circuit to 
traverse the circuit-switched cloud. At the egress of the cloud, data is removed from 

the circuit, reassembled into packets and sent on its way over the packet-switched 

network. The boundary routers are regular Internet routers, with new linecards that 

can create and maintain circuits for each flow. The core switches within the cloud 
are regular circuit switches with their signaling software replaced by the Internet 
routing protocols. When a core switch sees data arriving on a previously idle circuit, 
it examines the first packet to determine its next hop, then it creates a circuit for it 
on the correct outgoing interface. In the simulations, I assume that the local area 
and access networks are packet switched because, as we have already seen, there is 

little use in having circuits in the edge links.

In the setup, web clients are connected to the network using 56 K bit/s links. 
Servers are connected using 1.5 M bit/s links, and the core operates at 10 Mbit/s. 
Later, access links are upgraded to 1.5 M bit/s, and the rest of the network is scaled 

proportionally. As one can see, flow rates are heavily capped by the access links of 
the end hosts, with a core-to-access ratio N  > 180. Average link loads in the core 

links are less than 20%, which is consistent with previous observations in the Internet
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Figure 3.9: Topology used in the ns-2 simulation. Two separate access link speeds
of 56 K bit/s (phone modem) and 1.5 M bit/s (DSL, cable modem) were considered 
for the clients. The capacities of server and core links were scaled accordingly.

[135, 47, 90].

We assume that the circuits are established using fast, lightweight signaling, as 

described in Chapter 4, which does not require confirmation from the egress boundary 

router, and thus it does not have to wait for a full round-trip time (RTT) to start 
injecting data into the circuit.

Figures 3.10 and 3.11 show the goodput and the response time, respectively, as a 
function of the file size. One can see the effects of TCP congestion control algorithms; 

the shortest flows have a very low goodput. This is mainly due to the slow-start 
mechanism that begins the connection at a low rate.

The key observation is that packet switching and circuit switching behave very 

similar, with circuit switching having a slightly worse average response time (14% 
worse for 56 K bit/s access links), but the difference becomes smaller, the faster the 
access link becomes (only 1% worse for 1.5 M bit/s access links).
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Figure 3.10: Average goodput as a function of the size of the transferred file for
access links of 56 K bit/s and 1.5 Mbit/s.

The reason for circuit switching having worse goodput (and thus response time) 

is that the transmission time of packets along thin circuits in the core increases the 
RTT, and this reduces the TCP throughput [139]. For example, to transmit a 1500- 
byte packet over a 56 K bit/s circuit takes 214 ms (vs. the 8  ms of a 1.5 M bit/s link), 

which is comparable to the RTT on most paths in the Internet. Packet switching 

does not have this problem because packets are transm itted at the rate of the core 

link (10 M bit/s or 600 M bit/s). In the future, as access links increase in capacity, 
this increase in the RTT will become less relevant, and circuit switching and packet 
switching will deliver the same response time. The simulations confirm that, whereas 
the use of circuit switching in LANs and access networks is undesirable for the end 
user, users will see little or no difference in terms of response time when using either 

circuit switching or packet switching in the core.
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Figure 3.11: Average relative response time as a function of the size of the transferred 
file for access links of 56 K bit/s and 1.5 Mbit/s. The average response time of TCP 
Switching over all file transfers is 14% greater than that of packet switching for 
56 K bit/s access links, and only 1% greater for 1.5 M bit/s access links.

3.6 D iscu ssion

The results presented in this chapter rely on the fact that the bandwidth ratio between 
core and access links, N , is greater than 500 for the core of the network today. In the 

future, this ratio will continue to remain high, as the network topology design will 
probably not change: with lower-speed tributaries feeding into higher-speed links as 

we move further into the core. The reason behind this topology design is that the 

network performance is more predictable. If the ratio N  were small, even with packet 
switching, end users would perceive a big difference between an unloaded network 

and a moderately loaded one with only a few other users.

In addition, as we have just seen, in the future access links will become faster and 

so the difference between the response time of circuit switching and packet switching
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Figure 3.12: Hybrid network architecture using circuit switching in the core and
packet switching in the edges that is recommended in this thesis.

will become negligible. So, it is safe to assume that the response time of circuit and 
packet switching in the core of the network will remain the same in the future.

3 .7  C onclu sion s and su m m ary o f  con trib u tion s

In this chapter, I have argued that, for a given network capacity, users would expe

rience little difference in performance if circuit switching were used instead of packet 

switching at the core of the Internet. However, this result is not extensible to LAN 

environments, since big variances of flow sizes in the Internet produce link blocking 

by circuits, and this in turn makes circuit switching deliver a very poor response time.

The main opportunity for circuit switches comes from their simplicity, and there
fore they can be made faster, smaller and to consume less power. As a result, the 
capacity of the network can be increased without decrementing end-user performance 
by using more circuit switching in the core. In this thesis, I recommend a network 

architecture tha t uses circuit switching in the core and packet switching in the edges, 
so as to meet Internet’s challenging demands for high aggregate bandwidth and low 
end-user response time at a reasonable cost. This hybrid architecture is shown in
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Chapter 4 

TC P Switching

4.1 In trod u ction

In Chapters 1, 2 and 3, I have argued tha t the Internet would benefit from having 
more circuit switching in the core of a network that uses packet switching everywhere 
else. W ith such an architecture, carriers obtain an infrastructure that is reliable and 

cost-effective, that can scale to meet the growth demands of Internet traffic, that 
provides quality of service guarantees, and that does not deteriorate the response 

time end users currently receive from the network.

Now we need to check tha t it is not too burdensome to implement a circuit- 
switched solution for the core. The main concerns arise from the characteristics 

th a t set circuit switching apart from packet switching. Namely, won’t the amount 
of state be too large or complex to be handled in real time? Isn’t  the bandwidth 
and processing overhead of circuit management too large? W hat is the effect of the 

bandwidth inefficiencies and call blocking probabilities of circuit switching? This 
chapter will look at these and other issues.

As pointed out in Chapter 1, circuit switches are already used in the core of the 
network in the form of SONET, SDH and DWDM switches. However, IP treats 

these circuits as static, point-to-point links connecting adjacent nodes; the physical 

circuits and IP belong to different layers, and they are completely decoupled since 

they operate autonomously and without cooperation. Decoupling of layers has many

72
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advantages. It lets the circuit-switched physical layer evolve independently of IP and 

vice versa. IP runs over a large variety of physical layers regardless of the underlying 

technology. At the same time, much of repetition exists between the packet-switched 

IP layer and the circuit-switched physical layer. For example, a network must route 

both IP datagrams and circuit paths, yet they use different routing protocols, and 

their implementations are incompatible. This makes simple and obvious operations 

infeasible. As a result, provisioning of circuits is done manually, and it can take 
weeks to allocate a new circuit or to change the capacity of an existing one. Circuit 
allocation is also rather inflexible because the circuit capacity has to be a multiple of 
a coarse STS-1 channel (51 M bit/s). Consequently, circuit provisioning is inefficient 

and slow to react in real time to changes in traffic patterns.

This chapter and the next present two different ways of integrating circuit switch

ing and packet switching in an evolutionary fashion; that is, these chapters show 

how end hosts and edge routers are not required to change their protocol stacks or 
add new signaling mechanisms. This chapter focuses on the mapping of application 
flows to fine-grain circuits using lightweight signaling, whereas the next chapter maps 
inter-router flows to coarse circuits with heavyweight signaling.

Below, I present one of the main contributions of this thesis: I propose a technique, 

called TCP Switching, tha t exposes circuits to IP; each application flow triggers its 
own end-to-end circuit creation across a circuit-switched core. TCP Switching takes 

its name from, and strongly resembles, IP Switching [129], in which a new ATM 

virtual circuit1 is established for each application-level flow. Instead, TCP Switching 
maps these flows to true circuits, thus reaping the advantages of circuit switching.

The proposed architecture is called TCP Switching because most flows today (over 

90%) are TCP, and so this architecture is optimized for the common case of TCP 

connections; but this technique is not limited to TCP, and any uni- or bidirectional 

flow can be accommodated, albeit less efficiently.
TCP Switching requires no additional signaling, as the first observed packet in a 

flow triggers the creation of a new circuit. It incorporates modified circuit switches 
tha t use existing IP routing protocols to establish circuits. Routing, thus, occurs hop

Tt is worth noting that virtual circuits are just a connection-oriented packet-switching technique.
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by hop, and circuit maintenance uses soft state; tha t is, it is removed through an 

inactivity timeout.

IP routers

VUiMUVPHVOVW

wWiflf

TCP 
Switched 

cloud
Boundary routersCore circuit 

switches

Figure 4.1: An example of a TCP-Switching network.

TCP Switching can be deployed incrementally in the current Internet by creating 
self-contained TCP-Switching clouds inside a packet-switched network, as Figure 4.1 
shows. The packet-switched portion of the network remains unchanged. The core of 
the circuit-switched portion of the network is built from pure circuit switches (such 

as SONET cross connects) with simplified signaling to create and destroy circuits. 
Boundary routers act as gateways between the domains of packets and circuits, and 

they are most likely conventional routers with circuit-switched line cards.

We are interested in how to make circuit switches and IP routers cooperate. TCP 
Switching presents a method of interaction, enabling automatic and dynamic circuit 

allocation. Needless to say, TCP Switching is not the only way of integrating cir
cuit switching and packet switching in the Internet. Indeed, there are several other 
approaches that I will describe in Chapter 6.
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4.1.1 O rganization o f the chapter

Section 4.2 summarizes the advantages of circuit switching and then describes the 

potential disadvantages and pitfalls of circuit switching. Section 4.3 describes the 

network architecture of TCP Switching. Next, Section 4.3.1 analyzes what a typical 

application flow is in the Internet. Based on these observations about flows and on the 
discussion in Section 4.2, Section 4.3.3 makes some design choices for TCP Switching. 
Section 4.3.4 describes the results of the implementation of a TCP Switch. Section 4.4 
provides some discussion of the proposed architecture. Finally, Section 4.5 concludes 

this chapter.

4.2 A d van tages and p itfa lls  o f  c ircu it sw itch in g

Let us review the main advantages of circuit switching that were described in Chap

ters 1, 2 and 3:

• Lack of buffers in the data path (Chapter 1).

• Possibility of all-optical data paths (Chapter 1).

• Higher switching capacity (Chapter 2).

• Simple and intuitive QoS (Chapter 2).

• Simple admission control (Chapter 2).

• No degradation of the response time (Chapter 3).

4.2.1 P itfa lls o f circuit sw itching

Despite the advantages listed above, circuit switching has some potential implemen
tation problems that may preclude its utilization if they prove to be too cumbersome. 

However, I will argue in this chapter tha t with the proper implementation they are 
not significant enough to prevent the adoption of circuit switching in the core of the 
Internet.
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4.2.2 S tate m aintenance

Circuit switching requires circuits and their associated state to be established before 

data can be transferred. A large number of circuits might require a circuit switch to 

maintain a lot of state. In practice, by observing real packet traces (see Section 4.3.1), 

I have found that the number of flows, and the rate at which they are added and 

removed, to be quite manageable in simple hardware using soft state. This holds true 

even for a high-capacity switch.

4.2.3 Signaling overhead and latency

In order to set up and tear down circuits, switches need to exchange information 
in the form of signaling. This signaling may represent an important overhead in 

terms of bandwidth or processing requirements. Depending on how inactive circuits 
are removed, this state is said to be hard or soft state. If it is hard state, then 

maintenance is complex because it requires explicit establishments and teardowns, 
and it has to take into account Byzantine failure modes. In contrast, soft state is 

simpler to maintain because it relies on end hosts periodically restating the circuits 
tha t they use. If a circuit remains idle for a certain period of time, it is timed out 
and deleted. W ith the use of hard or soft state, there is a tradeoff between signaling 
complexity and signaling overhead.

In addition, a considerable latency may be added if additional handshakes are 

required to establish a new circuit. As I will show with TCP Switching, it is possible 

to avoid any signaling overhead or latency with circuit switching by piggybacking on 

the end-to-end signaling that already exists in most user connections.

4.2 .4  W asted capacity

Circuit switching requires circuits to be multiples of a common minimum circuit size. 

For example, SONET commonly cross connects to provision circuits in multiples of 
STS-1 (51 M bit/s). Having flows whose peak bandwidth is not an exact multiple 
wastes link capacity. Yet using smaller circuit granularity increases the amount of
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state maintained by the switch. In addition, because bandwidth is reserved, capacity 
is wasted whenever the source idles and the circuit is active.

In any case, network carriers do not seem to worry much about bandwidth ineffi

ciencies, since networks today are lightly used, and they will likely remain that way 
since carriers are more interested in operating a reliable network than an efficient 

one, as shown in Chapter 2. Furthermore, the wasted capacity is not a problem if 

the speedup of circuit switches with respect to packet switches is bigger than the 

bandwidth inefficiency.

4.2.5 B locking under congestion

If no available circuit exists in circuit switching, any new circuit request cannot be 
processed (gets blocked) until a circuit is free. This data flow system works differently 
from the link-sharing paradigm present in the Internet today, in which packets will still 

make (albeit slow) progress over a congested link. However, as we saw in Chapter 3, 
this blocking does not affect the end-user response time. In the circuit-switched core, 

some flows may take a longer time to start, but, on average, they finish at the same 

time as the packet-switched flows.

4.3  T C P  S w itch in g

TCP Switching consists of establishing fast, lightweight circuits triggered by application- 
level flows. Figure 4.1 shows a self-contained TCP Switching cloud inside the packet- 
switched Internet. The network’s packet-switched portion does not change, and cir

cuit switches, such as SONET crossconnects, make up the core of the circuit-switching 

cloud. These circuit switches have simplified mechanisms to set up and tear down 

circuits. Boundary routers are conventional routers with circuit-switched line cards, 
which act as gateways between the packet switching and circuit switching.

The first arriving packet from an application flow triggers the boundary router to 
create a new circuit. An inactivity timeout removes this circuit later. Hence, TCP 
Switching maintains circuits using soft state.
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Figure 4.2: Sample time diagram of (a) a regular TCP connection over a packet-
switched Internet, and (b) a TCP connection traversing a TCP Switching cloud. The 
network topology is shown in Figure 4.1.

In the most common case, the application flow is a TCP connection, where a 
SYN/SYN-ACK handshake precedes any data exchange, as shown in Figure 4.2a. In 
this case, the first packet arriving at the boundary router is a TCP synchronization 
(SYN) packet. This automatically establishes an unidirectional circuit as part of 
the TCP connection setup handshake, and thus no additional end-to-end signaling 

mechanism is needed, as shown in Figure 4.2b. The circuit in the other direction 

is established similarly by using the SYN-ACK message. By triggering the circuit 

establishment when the router detects the first packet — whether or not it is a TCP 
SYN packet— , TCP Switching is also suitable for non-TCP flows and for on-going 

TCP flows tha t experience a route change in the packet-switched network. This is 

why TCP Switching, despite its name, also works for the less common case of UDP 
and ICMP user flows.

An examination of each step in TCP Switching, following Figure 4.2b, shows how 
this type of network architecture establishes a circuit end to end for a new application 

flow. When the boundary router (shown in Figure 4.3) detects an application flow’s 

first packet, it examines the IP packet header and makes the usual next-hop routing 

decision to determine the outgoing circuit-switched link. The boundary router then
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checks for a free circuit on the outgoing link (for example, an empty time slot or an 

unused wavelength). If one exists, the boundary router begins to use it, and forwards 

the packet to the first circuit switch in the TCP Switching cloud. If no free circuits 

exist, the protocol can buffer the packet with the expectation that a circuit will 

become free soon, it could evict another flow, or it could just drop the packet, forcing 

the application to retry later. Current implementations of TCP will resend a SYN 

packet after several seconds, and will keep trying for up to three minutes (depending 

on the implementation) [19].
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Figure 4.3: Functional block of a TCP-Switching boundary router. The data path is 
represented by continuous arrows, the control path by the dashed ones. The shaded 
blocks are not present in a regular router. The classifier and the garbage collector are 
shown in the output linecard, but they could also be part of the input linecard.

If the circuit is successfully established on the outgoing link, the packet is for
warded to the next-hop circuit switch. The core circuit switch (shown in Figure 4.4) 
will detect that a previously idle circuit is in use. It then examines the first packet on 
the circuit to make a next-hop routing decision using its IP routing tables. If a free

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



80 CHAPTER 4. TCP SWITCHING

Input linecard

~"s r

<D
cr “2

* £  a
Cv

________

• a  s

U -t <  S >
, : : W

* 8  vI f
■ * ■ ■ ■

o  y

New ; : Circuit

Switch
crossconnect

Circuit-
switched

crossconnect

Out-of-band
signaling
(optional)

Output
linecard

Admission Crossbar
Controller

................r w scheduler Out-of-band 
signaling 
(optional) ̂

Figure 4.4: Functional block of a TCP-Switching core circuit switch. The data path 
is represented by continuous arrows, the control path by the dashed ones. The shaded 
blocks are not present in a regular circuit switch.

outgoing circuit exists, it connects the incoming circuit to the outgoing circuit. From 

then on, the circuit switch does not need to process any more packets belonging to 

the flow.

The circuit establishment process continues hop by hop across the TCP-Switching 
cloud until, hopefully, the circuit is established all the way from the ingress to the 
egress boundary router. The egress boundary router receives packets from the circuit 

as they arrive, determines their next hop, and sends them across the packet-switched 

network toward their destination.

In its simplest form, TCP Switching allows all boundary routers and circuit 
switches to operate autonomously. They can create circuits, and remove (timeout) 

circuits, independently. Obvious alternative approaches include buffering the first 

packet while sending explicit signals across the circuit-switched cloud to create the 
circuit. However, this removes autonomy and complicates state management, and so
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it is preferable to avoid this method.

The boundary-router and the circuit-switch complexities are minimal, as shown 

in Figures 4.3 and 4.4. The ingress boundary router performs most packet processing. 

It has to map incoming packets from existing flows into the corresponding outgoing 

circuits, like any flow-aware router would. Additionally, the ingress boundary router 
processes new flows: it must recognize the first packet in a flow and then determine 
if the outgoing link has sufficient capacity to carry the new circuit; in other words, 
it has to do admission control. On the other hand, core circuit switches only need to 
do processing once per flow, rather than once per packet. These circuit switches only 

require a simple activity monitor to detect new (active) circuits and expired (idle) 

circuits. Alternatively, a design could use explicit out-of-band signaling in which the 
first packet is sent over a separate circuit (or even a separate network) to the signaling 

software on the circuit switch. In this case, hardware changes to the circuit switch 
are not necessary because the activity monitor and the garbage collector would not 

be needed.

Recognizing the first packet in a new flow requires the boundary router to use a 
four-field, exact-match classifier using the (source IP address, destination IP address, 
source port, destination port) tuple. This fixed-size classifier is very similar to the one 

used in gigabit Ethernet, and it is much simpler than the variable-size matching that 
is used in the IP route lookup. When packets arrive for existing circuits, the ingress 

boundary router must determine which flow and circuit the packet belongs to (using 

the classifier). The short life of most flows requires fast circuit establishment and tear 

down.

4.3.1 Typical Internet flows

To provide an understanding of the feasibility and sensibility of TCP Switching, I 
now study some of the current characteristics of Internet traffic in the backbone. 

This section focuses on application flows, since TCP Switching establishes a circuit 
for each application flow. More precisely, I start discussing what a TCP flow is, 
and how it behaves, because over 90% of Internet traffic is TCP — both in terms of
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packets, bytes and flows. I have studied tra c e ro u te  measurements, as well as packet 

traces from OC-3c and OC-12c links in the vBNS backbone network2 [131]. These 
results are similar to the ones obtained from flow traces from OC-48c links in the 

Sprint backbone [170].

Traffic characteristics 80-percentile Average Median
TCP flow duration (sec
onds)

< 4 - 1 0 < 3 - 7 < 0 .5 -1 .2

Packets per flow < 12 < 10 -  200* < 5 - 9
Flow size (Kbytes) < 2 . 5 - 4 < 9 - 9 0 * < 0 .6 -1 .3
Flow average bandwidth 
[size/duration] (Kbit/s)

<  50 -  100 < 20 -  140* < 8 - 1 5

Fraction of flows with re
transmissions

< 7.8% < 5.6% < 4.7%

Fraction of flows experi
encing reroutes

< 0.19% < 0.39%* < 0.02%

Asymmetrical connec
tions

Around 40% of the flows transmit an ACK 
after the FIN; i.e., they keep acknowledging 
data packets that are sent in the other direc
tion.

Table 4.1: Typical TCP flows in the Internet. The figures indicate the range for
the 80-percentile, the average and the median for the different links taken in August, 
27-31, 2001 [131]. The magnitudes marked with * present a non-negligible amount 
of samples with very high values; that is, their statistical distribution has long and 
heavy tails. This is why the average is higher than the 80-percentile.

Table 4.1 describes the typical TCP flow in the Internet. TCP connections usually 

last less than 10 seconds, carry less than 4 Kbytes of data and consist of fewer than 12 
packets in each direction. Less than 0.4% of connections experience a route change. 

The typical user requests a sequence of files for downloading and wants the fastest 
possible download for each file. In most cases, the requested data is not used until 

the file has completely arrived at the user’s machine.

Figure 4.5 shows the cumulative histogram of the average flow bandwidth —

2This data was made available through the National Science Foundation Cooperative Agreement 
No. ANI-9807479, and the National Laboratory of Applied Network Research.
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Figure 4.5: Cumulative histogram of the average flow bandwidth for TCP and non- 
TCP flows. The traces were taken in July and September 2001 from OC-48c links in 
the Sprint backbone network [170]. The flows with the peak bandwidth (2.5 Gbit/s) 
are single-packet flows (usually UDP and ICMP flows, and a few broken TCP con
nections).

defined as the ratio between the flow size3 and the flow duration — for both TCP 

and non-TCP flows from several OC-48c traces from the core of the Internet. As one 
can see, with the exception of single-packet flows, very few flows achieve an average 
bandwidth that is greater than 1 Mbit/s. Furthermore, most of the multi-packet 

flows (78%-97% of them) receive less than 56 K bit/s from the network either because 
one of the access links is a 56-K bit/s modem or because the application does not 

take advantage of all the available bandwidth. This confirms that, as discussed in 

Chapter 3, the bandwidth ratio between core and access links, N,  is much greater 
than 500.

Figure 4.6 shows the correlation between the flow duration and the flow size. Most 

flows are both short in size (80-4000 bytes) and medium in duration (0.1-12s). This

3The flow size is the number of bytes transported by the flow, including the header overhead, 
control messages and retransmissions.
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Figure 4.6: 3D Frequency histogram of flow sizes and durations for both TCP and 
non-TCP flows in one trace from OC-48c links in the Sprint backbone network [170].

is because the source cannot fill up the core link on its own; the slow-start phase of 

the TCP connections requires several round trips before the source can transmit at 
the available rate for the flow, and, in addition, the access link forces spacing between 

consecutive packets belonging to the same flow.

4.3.2 D esign  options

TCP Switching is in fact a family of network architectures in which there are numerous 

design options. These options indicate tradeoffs between implementation simplicity, 
traffic control and efficiency. Below, I list several of these design options:
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Circuit establishm ent

85

Option 1 Triggered by first packet seen in a flow (can be any packet type).

Option 2 Triggered by TCP SYN packets only.

Notes If there is a path reroute outside the TCP switched cloud, the switch 

will not detect the SYN packet. This is rare in practice.

Circuit release

Option 1 Triggered by inactivity timeout (soft state).

Option 2 Triggered by a finish (TCP FIN) signal (hard state).

Notes Neither option is perfect. The switch might sever connections that 
either have asymmetrical closings (hard state) or long idle periods 

(soft state).

H andling of non-T C P flows

Option 1 Treats user datagram protocol (UDP) and TCP flows the same way.

Option 2 Multiplex UDP traffic into permanent circuits between boundary 

routers.

Notes UDP represents a small (but important) amount of traffic.

Signaling

Option 1 None. Circuit establishment is implicit based on observed packets.

Option 2 Explicit in-band or out-of-band signaling to establish and remove 

circuits.

Notes In-band signaling requires no additional exchanges, but it is more 

complex to implement.

Circuit routing

Option 1 Hop-by-hop routing.

Option 2 Centralized or source routing.

Notes A centralized algorithm can provide global optimization and path 

diversity, but it is slower and more complex.
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Circuit granularities

Option 1 Flat. All switches have the same granularity.

Option 2 Hierarchical. Fine circuits are bundled in coarser circuits as we 

move towards the inner core.

Notes A coarser granularity means that the switch can go faster because 

it has to process less.

4.3.3 D esign  choices

Using the observations in Section 4.3.1, I now describe some design choices that I 

have used in experiments of TCP Switching.

Circuit signaling

In my design, I use implicit signaling, that is, the arrival of a packet on a previously 

inactive circuit triggers the switch to route the packet and create a new circuit. 

Circuits are removed after they have been idle for a certain period of time. This 

eliminates any explicit signaling at the small cost of adding a simple activity monitor 

to the data path.

B andw idth assignm ent

I assume in the experiments that the core circuit switches carry 56-Kbps circuits 
to match the access links of most network users. High capacity flows use multiple 

circuits. There are two ways of assigning a peak bandwidth to a flow: the preferred 

one is to make the decision locally at the ingress boundary router. The alternative is 
to let the source use an explicit signaling mechanism like RSVP [18] or some TCP- 
header option, but this requires a change in the way applications currently use the 
network. W ith the local bandwidth assignment, users would be allocated 56-Kbit/s 

by default unless their address appears in a local database listing users with higher 
data-rate access links and/or who have paid for a premium service.
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Flow detection

The exact-match classifier detects new flows at the ingress boundary router. The 

classifier compares the headers of arriving packets against a table of active flows to 

check if the flow belongs to an existing circuit, or whether a new circuit needs to be 
created. The size of the classifier depends on the number of circuits on the outgoing 
link. For example, an OC-192c link carrying 56-Kbps circuits requires 178,000 entries 

in its table, an amount of state tha t fits on an on-chip SRAM memory. Given the 
duration of measured flows, in a one-second period one expects about 31 million 

lookups, 36,000 new connections, and 36,000 old connections to be timed out for an 

OC-192c link. This is quite manageable in dedicated hardware [4, 71].

I use soft state and an inactivity timer to remove connections. For TCP flows, 

an alternative could be to remove circuits when the router detects a FIN signal, but 
in about 40% of TCP flows, acknowledgement (ACK) packets arrive after the FIN 

because the communication in the other direction is still active.

Inactiv ity  tim eouts

In my design, the timeout duration is a tradeoff between efficiency in bandwidth and 
signaling. For example, my simulations suggest that a 60-second timeout value will 
reliably detect flows that have ended (which is similar to results by IP Switching [129] 

and Feldman et al. [74]). This timeout value ensures that flows are neither blocked 
nor severed during the connection lifetime.4 But, the cost of using such a long timeout 

value is high because the circuit remains unused for long time, especially if the flow 

duration is of only a few seconds.

To reduce the bandwidth inefficiencies, one could use a very short timeout value 
so that there is some statistical multiplexing among active flows. However, if the 
timeout is very short, the control plane of circuit switching would often have to be 
visited more than two times during the lifetime of a flow. In the extreme case of 
a timeout of zero, circuit switching degenerates into packet switching, where every

4If the circuit were timed out during the lifetime of the flow, it can be reestablished rapidly. 
However, there is a risk that a new request gets rejected because the old resources have been claimed 
by another flow.
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piece of information has to be routed, processed and buffered, which severely limits 
the switch performance. If one wants to avoid this degenerate behavior, the timeout 

should be greater than the maximum transmission time of a packet through the circuit 

(214 ms for 56-Kbit/s circuits, 8 ms for 1.5-Mbit/s circuits).

To choose the right timeout value, one has to take into account the timing of the 

TCP mechanisms to avoid severing the circuit during a naturally occurring pause. 
The first observation would be that the minimum retransmission timeout value of 
TCP is I s  [145]. However, retransmission timeouts are rare, they represent less than
0.5% of all transmissions, and so it should not be very expensive to have inactivity 

timeouts of less than 1 s.

A more important factor is the slow-start mechanism used by all TCP connections 
to ramp-up the flow rate. This mechanism creates some silence periods tha t occur 

during the initial round trips. Having an inactivity timeout tha t is smaller than 
the round trip time (RTT) is very expensive, especially for the frequent short TCP 
flows (the so-called mice [23]). It is then recommended that inactivity timeout values 

greater than the RTT be used (on earth, most RTTs for minimum-size packets are 

smaller than 250 ms).

Circuit replacem ent policies

In my experiments, when a circuit remained inactive for a certain period of time it 

was torn down. Circuits that time out need not be evicted immediately; they may just 

be marked as candidates to be replaced by a new circuit when a request arrives. This 

reduces the per-circuit processing for circuits that are incorrectly marked as inactive. 
If the new circuit request uses the same path, it is then possible to reuse the existing 
circuit without any new signaling. One could use different replacement policies, as 

with the cache of a computer system. The simplest policy is the Least Recently Used 
(LRU), but others are possible. In case of contention, preemptive policies could be 
used to evict lower-priority circuits to accommodate higher-priority ones.
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Switching unit

Several applications, such as web browsing, open several parallel TCP connections 
between the same two end hosts. These parallel flows share the same access link, 
and thus it would be wasteful to allocate the bandwidth of the access link to each of 

them. Instead, all these parallel flows should be sharing a single circuit. So, rather 

than using TCP flows as the switching unit, it is better to use IP flows (i.e., flows 

between pairs of end hosts).

4.3 .4  E xperim entation  w ith  T C P -Sw itch ing networks and nodes

I experimented with TCP-Switching networks via simulation using ns-2 [89]. The 
main results are presented in Section 3.5, and they show that TCP Switching does not 
yield a worse response time than packet switching for the core of the network, despite 

the bandwidth inefficiencies and call blocking that are typical of circuit switching.

These simulations assume that TCP Switching nodes can process the requests 

for new circuits as quickly as needed. This hypothesis was validated through the 
implementation of a TCP Switching boundary router.5 The boundary router was 
implemented as a kernel module in Linux 2.4 running on a 1-GHz Pentium III. Neither 

this platform nor the implementation were particularly optimized to perform this 

task, and yet in TCP Switching forwarding a packet in the boundary router took 
17 — 25 [is (as opposed to 17 [is for regular IP forwarding and the 77— 115 [is of IP ’s 

QoS forwarding that comes standard with Linux). In this non-optimized software, 
the circuit setup time is approximately 57 [is, fast enough to handle new connection 

requests of an OC-48c link (an OC-192c link has an average flow interarrival time of 
16 — 39 [is at full capacity, an OC-48c of 64 — 156 [is). These numbers should drop 
dramatically if part of the software were implemented in dedicated hardware.

sThis prototype was built by Byung-Gon Chun, an M.S. student at Stanford, for a 10-week class 
project under my supervision [39].
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4.4 D iscu ssion

TCP Switching exploits the fact that most of our communications are connection 

oriented and reliable. Rather than using complex signaling mechanisms to create and 

destroy circuits, TCP Switching piggybacks on existing end-to-end mechanisms to 

manage circuits. More specifically, TCP Switching uses the initial handshake of the 

most common type of flows, TCP connections, to create a circuit in the core of the 

network. When a circuit request message gets dropped, TCP Switching relies on the 
TCP retransmission mechanisms to set up the circuit again at some later time.

In addition, TCP Switching tries to exploit some of the statistical multiplexing 
tha t exists among flows. Obviously, it does not achieve the statistical multiplexing 
of packet switching because, if a flow does not fully utilize its circuit capacity, this 

unused bandwidth is wasted. However, TCP Switching does not reserve resources for 
inactive flows, and so those resources can be employed by other active flows. In this 

way, TCP Switching achieves some statistical multiplexing gain.

TCP Switching is indeed an extreme technology. In what follows, I will discuss 
some of the concerns that arise when this approach is described; namely, I will discuss 
the impact of single-packet flows, bandwidth inefficiencies and denial of service.

4.4.1 Single-packet flows

The longer flows are, the more efficient TCP Switching because the circuit setup cost 
is amortized over the longer data transfer. It is unclear how flow sizes will evolve in the 

future. On one hand, there is a trend for longer flows from downloads and streaming 

of songs and video. On the other hand, traffic from sensors is likely to consist of 

very short exchanges, perhaps consisting of single-packet flows. Even though most 

probably those single-packet flows will be aggregated before being sent through the 
Internet backbone [2], it is worth asking what would happen if single-packet flows 
became a large fraction of Internet traffic.

As mentioned in Section 4.3.3, packet switching can be considered to be a special 
case of circuit switching in which all flows are 1-packet long. The processing and 
forwarding of a circuit request in the control plane of a circuit switch is similar to the
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forwarding of a packet in the data plane of a router. When a circuit arrives, a next- 
hop lookup has to be performed and resources have to be checked. If these resources 

are available, the crossconnect needs to be scheduled; otherwise, the request has to 
be buffered or dropped. The only difference with packet switching is that state is 
maintained so that next time data arrives for that circuit, the data path can forward 

the information without consulting the control plane.

In TCP Switching, single-packet flows are forwarded as if using packet switching 

by the control plane, while long flows are forwarded by the data path of circuit 

switching at a much higher rate. In order to avoid interactions in the control plane 

between these two classes of flows, one can create two separate queues and process 

them differently (e.g., the single-packet flows would not write any state).

4.4.2 B andw idth  inefficiencies

In TCP Switching, the wastage of bandwidth is evident because it suffers from acute 
fragmentation; the bandwidth allocated to a circuit is reserved for its associated flow, 

and if the flow does not use it, the bandwidth is wasted. Nevertheless, it is not 

clear to what extent the bandwidth inefficiency is a problem because, as shown in 

Figure 1.3, optical-link capacity does not have the technology limitations of buffering 
and electronic processing. One should then ask the question, how much speedup is 

needed in a circuit switch to compensate for the wasted bandwidth?

In order to quantify how much bandwidth remains unused, we need to look at 
the time diagram of a typical circuit, as shown in Figure 4.7. As we can see, during 

the lifetime of a TCP-Switching circuit, there are three phases when bandwidth is 
wasted by a TCP flow: (1) during the slow start phase, when the source has not 

yet found the available bandwidth in the circuit, (2) during the congestion avoidance 
phase, and (3) during the inactivity period that is used to timeout and destroy the 
circuit. The total amount of bandwidth tha t is wasted in each phase will depend on 

the source activity, the flow length, the round-trip time, and the inactivity timeout. 

For example, the so-called TCP “mice” or “dragonflies” [23] are so short that they 
do not enter the congestion avoidance phase.
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Figure 4.7: Bandwidth inefficiencies in TCP Switching. The dashed circuit bandwidth 
is wasted.

Given that application flow sizes are typically shorter than 10 s, an inactivity 

timeout of 60s such as the one proposed in [129, 74] is extremely wasteful. Better 
efficiencies can be achieved with a timeout value that is a little larger than the RTT (as 
proposed in Section 4.3.3) because this timeout value is comparable to the duration 

of the slow-start phase, which lasts a few RTTs.

In any case, traffic is highly asymmetric. Usually, one end host holds the informa

tion, and the other simply downloads it, such as with web browsing. This means that 

one direction of the connection will be filling up the pipe with large packets (typically 

of 1500 bytes), whereas the other direction will be sending 40-Byte long acknowledge
ments. If the two circuits belonging to a bi-directional flow are symmetric, then even 

if we achieved a bandwidth efficiency of close to 100% in the direction of the download, 
the reverse direction will get an efficiency of less than 2.7%. The overall efficiency 
would be only 51%. However, the direction of download is not uniformly distributed, 

as servers tend to be placed in PoPs and co-location facilities, and so the direction 
in which the bottleneck occurs will get a bandwidth efficiency closer to 100% than to 

2.7%.6 If the bandwidth inefficiency of the reverse circuit proved to be critical, one

6 Since links in the core are usually symmetrical, the bandwidth inefficiencies caused by this traffic 
unbalance also affect packet switching.
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could allocate less bandwidth to the return channel for the acknowledgements.

4.4.3 D en ial o f service

Denial of service is an important concern for TCP Switching. W ith only a few well- 

crafted packets one can reserve a huge amount of bandwidth, preventing others from 

using it. This problem is not new, and it is common to other systems that do resource 

reservation. Two solutions are possible here: one is to use external economic incen
tives and penalties to deter a user from taking more resources than he/she needs. 
The other is to restrict the maximum number of simultaneous flows that an ingress 
boundary router may accept from a single user.

On the other hand, one of the advantages of TCP Switching is that circuits are 
reserved exclusively for one flow, so, contrary to packet-switched networks, it is easy 
to track a circuit back to its source, and it is virtually impossible for others to spoof 

a circuit or to hijack it without the cooperation of a switch. This inherent authen

tication makes the enforcement of policies across domains easier than in the current 

Internet.

4.5 C onclu sion s and su m m ary  o f con trib u tion s

This chapter has focused on how the existing IP infrastructure can incorporate fast, 

simple (and perhaps optical) circuit switches. Several approaches to this already exist, 
but I have proposed a technique called TCP Switching in which each application flow 

(be an individual TCP connection or other types of flows) triggers its own end- 

to-end circuit creation across a circuit-switched core. Based on IP Switching, TCP 

Switching incorporates modified circuit switches tha t use existing IP routing protocols 
to establish circuits. Routing occurs hop by hop, and circuit maintenance uses soft 
state; i.e., it is removed through an inactivity timeout. TCP Switching exploits 

the fact that our usage of the Internet is very connection-oriented and has end-to- 
end reliability to provide lightweight signaling mechanisms for circuit management. 

Finally, this chapter has showed how despite the fine granularity of its circuits, TCP

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



94 CHAPTER 4. TCP SWITCHING

Switching is implementable with simple hardware support, and so it is capable of 
providing the advantages of circuit switching to the Internet. TCP Switching is an 
extreme approach that shows how one can integrate circuit switching in the core of the 

existing Internet while extracting the benefits of circuit switching tha t were listed in 

Chapters 1, 2 and 3: higher switching capacity, robustness, simple QoS and end-user 

response time similar to that of packet switching.
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Coarse circuit switching in the core

5.1 In trod u ction

In Chapters 1, 2 and 3, we have seen how we can benefit from having more cir
cuit switching in the core of the Internet; circuit switching allows us to build switches 
with fast all-optical data paths. Moreover, circuit switching can provide higher capac

ity and reliability than packet switching without degrading end-user response time. 
Chapter 4 described TCP Switching, an evolutionary way of integrating a circuit- 
switched backbone with the rest of the Internet. This integration of circuit and 
packet switching was done by mapping application flows to fine-grain, lightweight 

circuits.

One problem of TCP Switching is that currently most crossconnects in circuit 

switches cannot switch at the 56-Kbit/s granularity that was proposed in Chapter 4.1 

It would be extremely wasteful to reserve an STS-1 channel or a wavelength exclu

sively for a single user flow whose peak rate is limited to only 56 K bit/s by its access 
link. Another shortcoming, caused by several crossconnect technologies and signaling 
mechanisms in circuit switching, is that it may take tens or hundreds of millisec
onds to reconfigure the switch or to exchange the signaling messages that create a 

new circuit. These long circuit-creation latencies occur when the crossconnect has to

1 Typically, electronic SONET circuit switches use circuit granularities of STS-1 (51 M bit/s) or 
higher, whereas DWDM switches have granularities of OC-48 (2.5 Gbit/s) or higher.

95
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move electromechanical parts, such as MEMS mirrors, or when the signaling requires 

a positive acknowledgement from the egress circuit switch.

This chapter addresses these two limitations of circuit-switching technologies. 

More precisely, it explores ways of using circuit switching in the Internet when cross

connects have granularities that are much larger than the peak rate of user flows, and 

when circuit switches are slow to reconfigure.

In this chapter, I propose monitoring the bandwidth that is carried by all user flows 
between each pair of boundary routers around a circuit-switched cloud in the core. 
This measurement provides an anticipating and stable estimation of the traffic matrix 

tha t is then used to properly size the coarse-granularity circuits tha t interconnects 
the boundary routers. In order to compensate for the circuit-creation latency of the 

network, I propose allocating these circuits using an additional safeguard band that 
prevents the circuits from overflowing.

One of the themes developed in Chapter 4 is again the basis for this chapter; 

namely, how one can configure the circuit-switched backbone by monitoring the ac
tivity of user flows. The difference is that now a core circuit is carrying many user 

flows simultaneously, and so the mapping between user flows and circuits is not as 

straightforward as that discussed in Chapter 4. It is no longer a m atter of when to 

create the circuits but how much capacity to assign to them.

5.1.1 O rganization o f th e chapter

Section 5.2 defines the problem addressed in this chapter and describes other ap
proaches that have been proposed by other researchers. Section 5.3 shows how one 

can control a circuit-switched Internet core by monitoring user flows. Section 5.4 
builds a model for the buildup of user flows. Then, Section 5.5 discusses some of the 
implications of this approach. Finally, Section 5.6 concludes this chapter.
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Figure 5.1: Network topology considered in this chapter.

5.2 B ackground  and p rev iou s work

Consider the network architecture shown in Figure 5.1. The problem that arises now 
is how to accommodate traffic between boundary routers around the circuit-switched 

cloud. This issue can be decomposed in two parts: First, how much capacity is 

needed between boundary routers? (i.e., what is the traffic matrix between boundary 
routers?). Second, once we know this traffic matrix, how do we create the circuits 

that provide the required capacity?

The second question has been looked at by several researchers before. In some 

cases, it is regarded as a centralized optimization problem, in which the total through
put of the network needs to be maximized subject to constraints on link capacity and 
maximum flow rate. The problem is either solved using integer linear programming 
or some heuristic that achieves an approximate, but faster, solution [9, 163, 176]. 
The output of this centralized optimization problem is then distributed to the cir
cuit switches. In other cases, researchers have treated the problem as an incremental 

problem in which each circuit request is routed individually as it arrives [169, 8, 13]. 

The circuit routing can be done at the source or hop-by-hop. Chapter 6 describes 
some of these signaling and routing protocols that have been proposed.
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Figure 5.2: Daily (a), weekly (b) and monthly (c) average traffic traces in a 1-Gbit/s 
Ethernet link between Purdue University and the Indiana GigaPoP connecting to 
Internet-2 [63], as observed on February 5th, 2003. The dark line indicates outgoing 
traffic; the shaded area indicates incoming traffic. The low traffic in weeks 0 and 1 
in graph (c) corresponds to the last week of December 2002 and the first week of 
January 2003, respectively, when the university was in recess.

This chapter focuses on the first question, how to estimate the traffic matrix 
between boundary routers and then use the estimate to provision coarse-granularity 

circuits. Some researchers [9, 163, 120] have suggested that future traffic matrices can 
be predicted off-line using past observations. These researchers point out that traffic 

in the core of the network is smoother than at the edges and that it follows strong 
hourly and daily patterns that are easy to characterize, as shown in Figure 5.2. For 
example, traffic is affected by human activity and scheduled tasks, and so peak traffic 

occurs during work hours on weekdays, whereas at night and during weekends there 

is less traffic.

Nonetheless, this off-line prediction of the traffic matrix fails to forecast sudden
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changes in traffic due to external events, such as breaking news that creates flash 
crowds, a fiber cut that diverts traffic or the new version of a popular program that 
generates many downloads. Only an on-line estimation of the traffic matrix would be 

able to accommodate these sudden and unpredictable changes in traffic patterns.

This on-line estimation of traffic could be done in several ways. One of them is 

to monitor the aggregate packet traffic [79], either by observing the instantaneous 

link bandwidth or the queue sizes in the routers. While this approach does not 

require much hardware support and is easy to implement, it does not provide good 
information about the traffic trends. Packet arrivals present many short- and long- 
range dependencies that make both the instantaneous arrival rates and queue sizes 
fluctuate wildly. In contrast, I propose using another way of estimating the current 
traffic usage by monitoring user flows. It requires more hardware support, but, in 
exchange, user flows provide a traffic estimation that is more predictive and has less 

variation, at least for the circuit-creation latencies under consideration ( lm s-ls ) , as 

we will see below.

Figure 5.3 gives a clear example of the fluctuations in the instantaneous arrival 

rate. The dots in the background denote the instantaneous link bandwidth over 1-ms 

time intervals. W ith so much noise, it is difficult to see any trends in the data rates. 
Thus, one could apply filters to smooth the signal. For example, the dark gray line 
in Figure 5.3 shows the moving average R(t) =  (1 — a)R(t  — At) + ar(t),  where r(t) 
is the instantaneous measure, A t  is 1ms and a  is 0.10. The figure also shows the 
instantaneous traffic rate over 100-ms intervals (light gray line) and the sum of the 
average bandwidth of the active flows (black line). The average bandwidth of a flow is 

the total number of bits that are transm itted divided by the flow duration. Of course, 
the flow average bandwidth is something that is not known when a flow starts, but 

I will explain below how to estimate an upper bound in the next section. One can 
see that the 100-ms bin size provides the signal with the least noise of all measures of 
traffic based on counting packets, but there are still many more fluctuations than in 

the measure based on the average bandwidth of active flows, from which the trends 

are much clearer. In brief, user flows provide more stable measurement than packets 
and queue sizes for time scales between 1 ms and 1 s.
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Figure 5.3: Time diagram showing the instantaneous link bandwidth over 1-ms inter
vals (dots), its time moving average (dark gray line), the instantaneous link bandwidth 
over 100-ms intervals (light gray line) and the sum of the average rate of all active 
flows (black line). The trace was taken from an OC-12 link on January 18th, 2003
[131]-

User flows also provide an advance notice before major changes in bandwidth 

utilization occur. For example, we can see that in Figure 5.3 there is a sudden 
increase in traffic between times 21s and 46 s (due to a single user flow whose only 
constraint was a 10-Mbit/s link). This traffic increase was predicted four seconds 
before it happened by observing the active flows. There are two reasons for this 

advance notice: first, an application may take some time to start sending data at 
full rate after it connected with its peer.2 Second, it takes several round-trip times 
for TCP connections to ramp up their rate to the available throughput because of 

the slow-start mechanism. In contrast, when we monitor the instantaneous arrival

2This is the main reason for the advance notice in Figure 5.3. Unfortunately, it was impossible 
to know what application caused this behavior because the trace was “sanitized” .
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rate to estimate the traffic matrix, the filters that are applied to reduce the noise 

add some delay to the decision making of whether more capacity is needed. If the 

circuit creation mechanism already takes a long time, adding more delay in the traffic 

estimation makes the system react more slowly.

5.3 M on itor in g  user flows

In this chapter, I propose monitoring user flows to estimate the traffic matrix between 
boundary routers because they can provide a stable (i.e., with little variation) and 
predictive estimate of the actual traffic. The arrival process of these user flows has in 
general fewer long- and short-range dependencies. It has been reported that arrivals 
of user flows in the core behave as if they followed a Poisson process [78]. Feldmann 
reported that the interarrival times of HTTP flows follow a Weibull distribution [73], 

but as the link rate increases and more flows are multiplexed together, the interarrival 

times tend to the special case of the exponential distribution according to Cao et al. 

[33] and also Cleveland et al. [45]. The Poisson arrival process is well understood 
and there are many models in queueing theory tha t use it.

The approach I am proposing requires similar hardware support for monitoring 
active flows to what was described in Section 4.3, basically a fixed-length classifier 

that can detect new flows and tha t monitors the activity of the current flows. Such 
classifiers are already available for OC-192c link speeds [4, 71]. However, counting 

the number of active flows is not enough, as we need to know the average bandwidth 

that they use. Most of the time it is not possible to estimate the average bandwidth 

when the flow starts because it requires knowing the flow duration and the number 

of bits tha t will be transmitted. In contrast, it is possible to have an upper bound, 
which I will call peak bandwidth3 of a flow. I consider this flow peak bandwidth to 
be constant throughout the lifetime of the flow, and it can be determined the same 
way as in Section 4.3.3 (through signaling or through an estimation of the access link 

bandwidth) even if one does not know a priori the flow average bandwidth.

3The only requirement for the flow peak bandwidth is that it has to be larger than the flow 
average bandwidth.
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More formally, once we know the set of active flows between a pair of boundary 
routers at a given instant, F(t),  we need only to assign a peak bandwidth to each 

of the flows, Cf, where Cf > average B W ( f ) , V f  € F(t). Then, we need a circuit 
with a capacity, K cct{t), that is greater than or equal to the sum of the flow peak 

bandwidths, C(t) =  ]C/eF(t) Cf  and K cct(t) > C(t).

Many circuits take time to be created because circuit management signaling, 

switch scheduling, and/or crossconnect reconfiguration may be slow. If we decide 

that we need to increase the circuit capacity between two boundary routers, C(t), 

there will be some latency, T,  before the changes take place. During this latency 

period, the circuit capacity will be insufficient, and queueing delays and potentially 

packet drops will occur at the circuit head. I call this a circuit overflow. More 
precisely, a circuit overflow happens at time t when:

{3 r e  [t,t + T),s. t .  C(t ) > C(t)}

Obviously, the longer the circuit-creation latency, T, is, the more circuit overflows 

occur.

A way of avoiding circuit overflows is to provision extra capacity as safeguard. 

The size of this safeguard band depends on T  and the dynamics of traffic, and it 

determines the probability of a circuit overflow.

I have used several user-flow traces from the Sprint Backbone [170] to analyze 

the sizes of the safeguard bands based on the signaling delays and the overflow 
probabilities. Figure 5.4 displays a sample path showing how the safeguard band 
varies with time for a circuit-creation latency of T  =  1 s. Based on the sum of aver

age bandwidths of the active flows (dashed line) and the sum of the corresponding 

peak bandwidths,4 one can construct the instantaneous peak-bandwidth envelope, 

C(t), depicted as a solid line. The dotted fine shows the safeguard-band envelope,
i.e., the maximum of the peak-bandwidth envelope in the next T  period (=  1 s), 

CT{t) = max{C(T)\T  G [t,t + T)}.

4In the analysis, the peak flow rate is defined as the minimum number of 56-K bit/s circuits that 
are needed to carry the average flow rate. Over 97.5% of the flows fitted within a single 56-K bit/s  
circuit. A tighter bound could have been used, as well.
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Figure 5.4: Time diagram showing how the safeguard-band envelope is calculated.

Since we cannot predict the future, we can instead analyze Cr(t) to find the safe
guard band, Sj<, for a given overflow probability p. In other words, we calculate Sf. 

such that P{Ct {I) ~  C(t) < S? ■ C(t)) < p. In a real system, we would contin
uously estimate the instantaneous peak-bandwidth envelope, C(t). If at any time 

the difference between the circuit capacity and C(t) goes below the safeguard band, 

Kcct(t) — C(t) < SPT -C(t), then we would request an increase in the circuit capacity, so 
that the spare capacity remains above the safeguard band to avoid circuit overflows.

Figure 5.5 depicts the safeguard band relative to the peak-bandwidth envelope, 

{Crif) — C(t))/C(t) ,  for various overflow probabilities and circuit-creation latencies for 
one OC-12 link in the Sprint backbone. There are some stair-case steps for a relative 
safeguard band between 0.04% and 0.3% because the peak-bandwidth envelope can 
only increase in multiples of 56 K bit/s, which is around 0.04% of the peak-bandwidth 

envelope.

Figure 5.5 confirms our intuition that the longer the circuit-creation latency, the 

larger the safeguard band needs to be for a given overflow probability. For example,
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Figure 5.5: Safeguard band required for certain overflow probabilities and circuit- 
creation latencies.

for an overflow probability of 0.1%, one needs a safeguard of 0.15% times the current 
peak-bandwidth envelope for T=1 ms, 0.8% for T =  10 ms, 6% for T =  100 ms and 12% 
for T =  Is . The faster the crossconnect and the signaling are, the more efficiently 
resources are used. This result indicates that we should use fast signaling and fast 
switching elements for the establishment of circuits.

It should also be noted that for safeguard bands greater than or equal to 0.1% 

of the peak-bandwidth envelope and latencies smaller than or equal to 100 ms, a 

ten-fold decrease of the circuit-creation latency corresponds to a ten-fold decrease in 

the overflow probability for the same safeguard band. These results were consistent 
among all traces tha t were studied. Figure 5.6 shows the cumulative histogram of the 
peak-bandwidth envelope for the different Sprint traces. The trace used for Figure 5.5 

is the one centered around 150 M bit/s (nyc-07.0-010724). The other traces yielded 
similar safety margins.

The liberation of resources is not as important as their reservation because their
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Figure 5.6: Cumulative histogram of the peak-bandwidth envelope for different Sprint 
traces.

release does not directly contribute to a circuit overflow (unless bandwidth is scarce, 

but as mentioned in Chapter 2, bandwidth is plentiful in the core). One can simplify 
the circuit management signaling with a scheme that uses soft state and an inactivity 
timeout. This simple scheme would retain the extra circuit bandwidth for a period 

of time that is at least as long as the circuit-creation latency to avoid oscillations in 

the resource allocation.

5.4  M od elin g  traffic to  help  id en tify  th e  safeguard  

band

In the previous section, I used traces from real links in the network to predict the 

safeguard band that is required for a certain overflow probability. In most cases, it is 

not economical to have trace collecting equipment on every link, and so it may not
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be possible to obtain such detailed traces. For this reason, it is beneficial to have a 

simple model that requires less information to achieve the same goal. In addition, if 

the model is simple enough, one can also obtain formulae tha t predict the appropriate 

safeguard band based on a small number of network parameters.

I will now perform the same analysis as in the previous section on synthetic traffic 
traces that are generated using the distributions and statistics from the links under 
consideration. Notice that this stochastic information can be obtained with consid
erably less effort than a real trace because they can be estimated by sampling the 

traffic.

In a trace of active flows, one has three pieces of information per flow: the flow 

interarrival time, the flow duration and the flow average bandwidth.5 Flow interarrival 

times are essentially independent of each other and closely follow a Poisson process, 

as shown by the nearly exponential interarrival times in Figure 5.7. In the traces, the 
average arrival rates were between 124 and 594 flow/s. This hypothesis of Poisson- 
like arrivals is further supported by the wavelet estimator described by Abry and 
Veitch [1]: the Hurst parameter of the interarrival times is very close to 1/2, which 
suggests independence. Similar results have been reported by Fredj et al. [78] and 
by Cleveland et al. [33, 45]. For this reason, for the synthetic trace, we can model 
flow arrivals as a Poisson process. Hence to parameterize the model we need only the 

average arrival rate of the flows.

The flow average bandwidth (shown in Figure 5.8a) and the flow duration (shown 

in Figure 5.8b) have empirical distributions that are harder to model. Furthermore, 
the values are not independent of each other. The correlation coefficient between 

them in the Sprint traces was between -0.134 and -0.299,6 which is consistent with 

the work by Zhang et al. [189]. Figure 5.9 shows the joint histogram for the flow 

duration and average bandwidth, which makes their correlation clear. Jobs with more 
available bandwidth usually take less time to complete. In terms of successive arrivals, 
the autocorrelation function was almost zero, and so the arrivals can be considered

5 One could use the number of bytes transferred by the flow instead of the flow average bandwidth, 
since the latter is equal to the former divided by the flow duration.

6For TCP traffic, the correlation coefficient was between -0.137 and -0.310, whereas for non-TCP  
traffic, it was between -0.089 and -0.391.
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Figure 5.7: Inverse cumulative histogram of the flow interarrivals for both TCP and 
non-TCP traffic in the Sprint traces. An exponential interarrival time would be 
represented as a straight line in this graph.

independent. The flow average bandwidth and flow duration can then be modeled as 
a sequence of i.i.d. 2-dimensional random variables.

Even if the correlation between the flow average bandwidth and the flow duration 

is small, when the marginal distributions of the two magnitudes are used the results 
of the model and the traces diverge considerably for the low overflow probabilities. 

The reason is that short-duration and high-bandwidth flows occur more often in 
the synthetic traces created from the marginal distributions than in the real trace, 

and these flows can skew the results. Results are much closer to the trace-driven 
model when using Poisson arrivals and the empirical joint distribution for the flow 
duration and average rate. Figure 5.10 shows how the synthetic trace using the joint 

distribution produces results that are very close to those obtained with the real trace.

This model corresponds to an M B / G / o o  system, where there are infinite par
allel servers, arrivals are batched Poisson and service times are correlated with the
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Figure 5.8: Histograms of (a) the flow average bandwidth and (b) the flow duration 
for both TCP and non-TCP traffic in the Sprint traces. Single-packet flows have not 
been considered.

batch size. As far as I know, there is no closed-form expression for the transition 

probabilities:

p = l - P [ N ( t ) - N ( 0 ) < S % - N ( p ) , V t e [ 0 , T ) \

= P[max{N( t ) -  N(0),Vt  E [0,T)} > S VT ■ N(0)]

where N(t)  is the number of clients in the system at time t.

In summary, we can estimate the safeguard band that is required to avoid circuit 

overflows just by using the average flow rate and the joint distribution of the flow 
average bandwidth and the flow duration. This information can then be used to 

construct a set of curves like the one in Figure 5.10.
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Figure 5.9: Joint histogram of flow durations and average bandwidths for both TCP 
and non-TCP traffic in the Sprint traces.

5.5 D iscu ssion

This chapter considers circuits between boundary routers. If we need to increase 
the capacity of an existing circuit, it might be that the current circuit path cannot 

accommodate this increase, while an alternate path can. In this case, one option 

is to reroute the whole circuit through a path that has the required capacity (if 

there is one), but this option might be too costly in terms of signaling and resource 
consumption. One alternative is to create a separate circuit with a capacity equal 

to the additional capacity th a t is needed. However, one problem is that this parallel 
circuit will have a propagation latency that is different from the original path. If 

data is injected into the combined circuit, it may happen that a packet is split into 
two parts that travel through different paths, and so a complex realignment buffer 
will be required at the egress point to realign the two parts of the packet. Such a 

mechanism has already been proposed for SONET/SDH, and it is known as virtual 

concatenation of channels [46, 166].

One way of eliminating this realignment is to avoid splitting packets over parallel
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Figure 5.10: Safeguard band required for certain overflow probabilities and circuit- 
creation latencies for real traffic traces (solid line) and a simple traffic model (dashed 
line) with Poisson arrivals and flow characteristics that are drawn from an empirical 
distribution.

paths. Packets can then be recovered integrally at the tail end of each backbone circuit 
and injected directly into the packet-switched part of the network. This method can 
create some packet reordering within a user flow, which TCP may interpret as packet 
drops due to congestion. Yet, reordering would be rare if the difference in propagation 
delays between the parallel paths is smaller than the interarrival time imposed by the 

access link to consecutive packets of the same flow (for 1500-byte packets, it is 214 ms 

for 56-Kbit/s access links, and 8 ms for 1.5-Mbit/s access links). One possible solution 

is to equalize the delay using a fixed-size buffer at the end of one of the sub-circuits. 
However, this buffer may not be necessary because, as reported recently [17], TCP is 
not significantly affected by occasional packet reordering in a network.

It should be pointed out that the definition used here for circuit overflow is rather 
strict, and it represents an upper bound on the packet drop rate. In general, the
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ingress boundary router will have buffers at the head end of each backbone circuit, 
which will absorb short fluctuations in the flow rate between boundary routers. For 

this reason, in the measurements in Figures 5.5 and 5.10, all single-packet flows 
were ignored. The buffer at the head end will also allow the system to achieve 
some statistical multiplexing between active flows; something that TCP Switching in 

Chapter 4 could not achieve. However, as mentioned in Chapter 3, this statistical 

multiplexing will not necessarily lead to a smaller response time because the flow 

peak rate will still be capped by the access link.
The approach presented in this chapter does not specify any signaling mechanism 

and does not impose any requirements on it. One could use existing mechanisms 

such as the ones envisioned by GMPLS [7] or OIF [13], which will be described in 
Chapter 6. This method can also be used in conjunction with TCP Switching to 
control an optical backbone with an electronic outer core and an optical inner core. 

TCP Switching would control the outer fine-grain electronic circuit switches and 
would provide the information that is used to control the inner coarse-grain optical 

circuit switches.

5.6 C on clu sion s and su m m ary  o f con trib u tion s

This Chapter has discussed how to monitor user flows to predict when more band

width is needed between boundary routers of a circuit-switched cloud in the Internet. 

It has also developed a simple model that can be used to estimate safeguard bands 
that compensate for slow circuit-creation mechanisms.

The most important recommendation of this chapter is tha t the signaling used 

to establish a circuit should be as fast as possible. Otherwise, the safeguard band 
becomes very large. An alternative reading of this recommendation is that the es

tablishment of a circuit should be done simultaneously on all nodes along the path, 
without having to wait for any confirmation from the upstream or downstream nodes. 

Moreover, slow crossconnect technologies (such as MEMS mirrors) should only be 

used if they can provide a very large switching capacity at a low cost, such tha t it 

can accommodate the additional safeguard band.
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Chapter 6

R elated work

6.1 In trod u ction

In this chapter, I will briefly summarize work that is related to the topic of this thesis.

6.1.1 O rganization o f th e  chapter

One key aspect of this thesis is the exploration of how to integrate high-capacity, 
all-optical circuit switches in the core of the network with a packet-switched access 
network. This integration was achieved by monitoring user-flows. Section 6.2 sum
marizes other approaches that also integrate circuit switching in the Internet. In 

contrast, Section 6.3 presents some approaches that try  to extend the packet switch
ing paradigm to an all-optical core. Since this approach differs significantly from the 
rest of this thesis, Section 6.3 has a discussion of its performance. Finally, Section 6.4 

reviews other proposals for monitoring user flows.

6.2 Circuit switching in the Internet

As mentioned in Chapter 1, it is becoming increasingly difficult to build high-performance 
packet-switched routers. This is due to several reasons, but the primary reason is be
cause traffic is growing faster than electronic technology in general, and memory

112
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access speeds in particular. This calls for research into alternatives to packet switch

ing. One of these alternatives, which has also been explored by other researchers, 
is to integrate very high-capacity optical circuit switches in the core of an other

wise packet-switched Internet. Four main dynamic signaling mechanisms have been 
proposed to manage circuits in SONET/SDH and DWDM networks: Generalized 

Multiprotocol Label Switching — GMPLS — (Section 6.2.1), Automatic Switched 

Transport Network — ASTN — (Section 6.2.2), Optical Internetworking Forum — 

OIF — (Section 6.2.3), and Optical Domain Service Interconnect — ODSI — (Sec
tion 6.2.4). For each of these four approaches, a working group has defined signaling 

mechanisms for managing circuits, but leave it to vendors to define how to monitor 
traffic, when to trigger a new circuit establishment, and how much bandwidth to 

allocate.

Two architectures have been proposed to help decide when to create a circuit and 

how much bandwidth to give to it. The first is Optical Burst Switching — OBS — 
(Section 6.3), in which a router at the edge of the network queues packets up to a 

threshold and then establishes a circuit with an explicit or implicit connection release 
time (also known as a burst). The second technique, proposed by Veeraraghavan et 

al. (Section 6.2.6), defines an end-to-end, circuit-switched network that is parallel to 
the packet-switched Internet. In their scheme only large files are transm itted across 

the circuit-switched network.

The approach proposed in Chapter 4, TCP Switching, differs from both ap

proaches above in that it (usually) piggybacks the creation of a circuit on the setup 

phase of a TCP connection. In this respect, TCP Switching is similar to IP Switching 
(Section 6.2.7), in which flows trigger the establishment of ATM virtual circuits. In 

contrast, Chapter 5 focuses on the coarse circuits that interconnect boundary routers 
around the core. It monitors user flows to estimate the required capacity for those 
circuits.
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6.2.1 G eneralized M ulti-P rotocol Label Sw itching (G M PL S)

Multi-Protocol Label Switching (MPLS) [165] is a packet-switching technique pro

posed by the Internet Engineering Task Force (IETF) for traffic engineering that uses 

labels to identify flows. These flows may be of any granularity, ranging from fine user 
flows to coarse inter-router flows. Each flow follows a different label-switched path. 
Labels are identifiers that are local to each link, and so a flow label has to be swapped 

at each node with the local label for the next link.
GMPLS [7, 8] has been proposed within the Common Control and Measurement 

Plane (ccamp) work group in IETF as a way to extend MPLS to incorporate circuit 

switching in the time, frequency and space domains. Label-switched paths now may 

consist of a chain of SONET/SDH channels, wavelengths or fibers with a minimum 

capacity of at least 51 M bit/s. The extensions of GMPLS define the signaling for the 
establishment, routing, protection, restoration, deletion and management of coarse 
label-switched paths that are circuit switched. As of April 2003, there are three pub
lished Requests For Comments (RFC’s) on the standards track (one for the signaling 
functional description and two for the signaling protocols — CR-LDP and RSVP-TE 

— , which will be briefly described below). In addition, there are 20 Internet Drafts 

in progress.
GMPLS uses the same mechanisms as MPLS to decide when to create or destroy 

a circuit. GMPLS relies on either a User-to-Network Interface (UNI) or an MPLS 

traffic-engineering server (TE server) to issue requests for new label-switched paths 

(LSP’s) or to modify the characteristics of existing LSP’s. This traffic-engineering 
server is vendor specific, and it is usually at the ingress of the packet-switched MPLS 

network, where it collects traffic information to make its decisions. Alternatively, one 

could use an approach similar to the one described in Chapter 5 to manage the LSP’s.
The differences between pure MPLS and the extensions of GMPLS come from 

the nature of the circuit-switched channels that GMPLS uses. The two major dif
ferences are, first, that in GMPLS the channel ID of the circuit-switched channels 

(e.g., the slot number in a TDM frame or the wavelength ID) can be used as an ex
plicit path label, and, second, that the data and control channels may be completely 
decoupled in GMPLS (control information may be sent out-of-band, as opposed to
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an in-band MPLS shim header). In addition, GMPLS can only allocate bandwidth 

in discrete and coarse amounts, and there are usually many parallel data channels 
between two adjacent nodes (which was not originally considered in the IP or MPLS 

control planes). Finally, in GMPLS, nodes may have restrictions on what labels can 

be chosen (e.g., because of limited wavelength conversion capabilities).

The GMPLS extensions take all these differences into account. More precisely, 

these extensions consist of:

• a new Link Management Protocol (LMP) that monitors the connectivity of the 
data and control channels, and that localizes link or node failures [8, 103].

• enhancements to the link state advertisement of Open Shortest Path First 

(OSPF) and Intermediate System-to-Intermediate System (IS-IS) routing pro

tocols to advertise the availability of circuit-switched resources in the network 

[8, 103],

• enhancements to Resource Reservation Protocol with Traffic Engineering (RSVP- 

TE) and Constraint-Based Routing Label Distribution Protocol (CR-LDP) to 
allow an LSP across a circuit-switched core to be requested with certain band
width and protection characteristics [138, 7, 104].

When a GMPLS node decides to establish a new LSP, it sends downstream an 

RSVP-TE PATH message (or a Label Request message if it uses CR-LDP) towards 
the destination. This message contains a generalized-label request with the desired 
bandwidth and (optionally) the desired protection level. The message is routed using 

a constrained-based shortest-path-first algorithm that uses the link state information 

flooded using OSPF or IS-IS, unless the PATH/Label Request message contains an 
explicit route. The downstream node sends back an RSVP-TE Resv message (or 
a Label Mapping message for CR-LDP) tha t includes the generalized label1 that 

identifies the LSP.

!If the LSP is composed of several parallel channels, the downstream node may return one label 
for each channel.
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GMPLS does not specify whether RSVP-TE or CR-LDP should be used, and it 

leaves to the vendors and carriers to decide. The main difference between RSVP- 
TE and CR-LDP is that RSVP-TE uses “soft state” to manage the paths (circuits 

are timed out unless the reservation is refreshed periodically), whereas CR-LDP uses 
“hard state” (an explicit message is required to destroy active circuits). Soft state 

has a higher signaling overhead and a looser control over resources, but it has a 

simpler recovery strategy under complex failure scenarios. GMPLS has also extended 

RSVP-TE to provide prompt notification of faults in the path.

Let us compare the signaling of GMPLS with that of TCP Switching (Chapter 4). 

In both RSVP-TE and CR-LDP, the ingress has to wait for the round-trip time of a 
two-way handshake to start sending data. In TCP Switching, the first packet in the 
flow is used to establish the circuit, and, consequently, there is no delay in sending 
the data. In addition, TCP Switching uses soft state without paying a penalty in 
signaling overhead since any activity in the data channel automatically refreshes the 
state of the circuit. In a sense, TCP Switching assumes semitransparent switches that 

can understand whether a channel is being used or not. This hardware support is 

not assumed to be present in GMPLS because many of its nodes switch information 

transparently.

GMPLS can create both uni- and bi-directional LSP’s with a single PATH/Label 
Request message. In contrast, TCP Switching (like traditional MPLS) only works 
with purely unidirectional circuits. These bidirectional LSP’s are useful for several 
important applications, such as telephony and private lines, and they also simplify 
path protection by having the two directions share their fate.

In GMPLS, like in MPLS, LSP’s can be nested, and so a hierarchy of LSP’s can 
be built to exploit the higher capacity of optical circuit switches, which have coarse 
channel granularities. The hierarchy is composed of packet-switched LSP’s, TDM 
circuits, wavelengths and fibers, as shown in Figure 6.1. This use of a hierarchy of 

circuits is similar to the one proposed in Chapter 5.

Failure recovery is a very important requirement for carriers in GMPLS. GMPLS
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Figure 6.1: Hierarchy of label-switched paths in GMPLS.

can specify a different level of protection and restoration2 for each LSP. There are dif
ferent levels of failure recovery depending on the provisioning of additional resources 

(these resources can be pre-computed, pre-allocated or allocated on demand) and on 
the level of overbooking (protection resources can be dedicated, shared or best effort).

In summary, GMPLS proposes another way of integrating circuit switching in 
the core and packet switching in the edges. It focuses on the management of coarse 

circuits between core routers (like Chapter 5). However, its scope is slightly different 
than the contents of this thesis because it does not specify a control algorithm to 

decide when to create circuits and with what capacity. GMPLS also deals with many 
aspects, such as routing and path protection, that are out of the scope of this thesis.

2Protection refers to  the extrem ely fast recovery from a failure (such as the 50 ms recovery time 
of SO N ET/SD H  rings), whereas restoration is a slower failure recovery that relies on the regular 
signaling and routing mechanisms to  re-establish the service.
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6.2.2 A ST N : A utom atic Sw itched Transport N etw ork

ASTN (Automatic Switched Transport Network) [168] and ASON (Automatic Switched 

Optical Network) [167] are a set of Recommendations by Study Group 15 of the In

ternational Telecommunications Union — Telecommunication Standardization Sector 

(ITU-T) that specify the network architecture and the requirements for the signaling 

and routing in automatic switched transport networks. The network architecture is 

shown in Figure 6.2. The optical network has three planes: management, control and 

data transport.

Figure 6.2: Network architecture of the Automatic Switched Transport Network 
(ASTN). UNI =  User-to-Network Interface. I/E-NNI =  Internal/External Network- 
to-Network Interface.

ASTN and ASON define the requirements in the control plane for the dynamic 
circuit provisioning (within minutes) and for the network survivability, protection and 

restoration. The goal is to specify a common control plane across multiple transport 
technologies that provides quality of service and equipment interoperability across 

domains and carriers.
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ASTN and ASON do not develop new protocols when existing ones will do. Con

sequently, ASTN and ASON can either make use of GMPLS or PNNI [50, 117] as the 
signaling protocol. Although eleven standards have already been produced (detailing 

the architecture and the signaling requirements), the work of ASTN/ASON has not 

been completed except for the general framework.

6.2.3 OIF: O ptical Internetw orking Forum

The Optical Internetworking Forum (OIF) [13] is an industry forum composed of 
over 250 service providers and equipment vendors. It has defined a User-to-Network 

Interface (UNI) that allows user devices (i.e. edge routers and ATM switches) to 

dynamically request circuits between boundary devices through the circuit-switched 
optical network core. These circuits are provisioned rapidly with various levels of cir
cuit protection and restoration. The OIF UNI also specifies signaling for automatic 
neighbor and service discovery, and for fault detection, localization and notification. 
For the moment, the work on OIF’s UNI and IETF’s GMPLS remain very comple

mentary. In the future, OIF plans to specify a Network-to-Network Interface (NNI) 
that allows the direct interconnection of optical switches and networks from different 

vendors. OIF has already produced version 1.0 of its UNI and also several specifi

cations for the electrical and very-short-reach optical interfaces between chips and 

between system elements. The OIF is not a formal standards body, but produces 

detailed specifications that are presented to traditional standards bodies (IETF and 
ITU-T) for adoption.

6.2.4 ODSI: O ptical D om ain Service Interconnect

The Optical Domain Service Interconnect (ODSI) is another industry forum that 
was started by several startups almost at the same time as OIF. However, ODSI 
lacked the participation by the large, established networking vendors and carriers, 

and so after merging its efforts with the OIF signaling workgroup, ODSI ceased to 
exist in late 2000. Like OIF, ODSI had also defined an optical UNI for edge routers 
and switches to request circuits from the core. The key difference between the two
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specifications was that ODSI developed a TCP-based signaling protocol, whereas OIF 

uses RSVP-TE or CR-LDP.

GMPLS, ASTN, OIF and ODSI share the same goal: to allow more dynamic, 

automated and standardized optical networks. However, they address different is
sues: ASTN has a top-down approach and focuses on the network architecture and 
requirements. The other three proposals define the components of the architecture: 
GMPLS specifies the routing, the topology and link state dissemination, and the NNI 
signaling, and OIF and ODSI define the UNI signaling and work on the equipment 

interoperability. The four efforts are aware of each other work and try  to coordinate 

their efforts. For more information, Clavenna [44] has written a good overview of the 

differences between GMPLS, ASTN, OIF and ODSI.

6.2.5 Grid com puting and CA*Net 4

Grid computing is a network of computation; i.e., a set of tools and protocols for 

coordinated problem solving and resource sharing among pooled assets. These pooled 
assets are known as virtual organizations, and they can be distributed around the 
world. The shared resources are heterogeneous and autonomous (they may belong 
different organizations), and their relation is temporary. The Global Grid Forum 
is a research forum in distributed computing that mirrors IETF and that is trying 
to standardize the grid-computing protocols and architectures under the Open Grid 
Services Architecture (OGSA) [76]. Globus Toolkit [80] is an open-source reference 

implementation of OGSA based on open standards from the web services world.

An example of a network designed for grid computing is CA*Net 4 [5]. It is part 

of the Canadian national research network, and it is targeted towards universities, 

research institutes and companies that need to exchange a good amount of data among 

different locations either regularly (e.g., a company with multiple sites) or for limited 
periods of time (e.g., for the duration of a joint project). CA*Net 4 is composed of 
a set of unorganized, point-to-point wavelengths3 that are forwarded transparently 

by DWDM circuit switches. The network clients are big and sophisticated; they

3These wavelengths carry either SONET/SDH channels of 2.5-Gbit/s or 10-Gbit/s, or Ethernet 
channels of 1 G bit/s or 10 Gbit/s.
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either lease or own a subset of the unorganized wavelengths, and they operate the 
equipment that interconnects, translates and grooms those wavelengths to create 
their own private network. The network client has complete control over its own 

wavelengths and its network equipment, and it decides what gets added/dropped at 

the different exchange points.

The most interesting part of CA*Net 4 design is the business model. Clients 

only have to pay the capital cost of the dark fiber or wavelengths and the switching 

equipment, instead of the usual monthly service charge paid to traditional ISPs. 
Network connectivity is treated as a capital asset rather than a service as it is today. 
In addition, clients can sublease part of the bandwidth (at the STS-1 or Gbit-Ethernet 
granularity) in its own private circuit network through automated procedures.

In contrast, the proposals of Chapters 4 and 5 are for a public Internet infras
tructure where resources are shared by all users. In addition, these two proposals 

are geared towards the unsophisticated end user who wants a service similar to the 
current public Internet without having to worry about the internals of the network, 

or having to hold a lease on parts of the network.

6.2.6 Proposal by Veeraraghavan et al.

Veeraraghavan et al. [181] define a circuit-switched network that reaches the end 
hosts and that runs in parallel to the packet-switched Internet. All traffic is sent 
through the packet-switched network, except when a long file needs to be transferred. 

Then, the end host creates a new end-to-end circuit in the circuit-switched network 
that is used for the long trasfer. Since this end-to-end circuit is a constant bandwidth 

channel that is solely reserved for that transfer, the transmission sees no losses due 

to queueing or contention, no packet reordering, and no delay jitter. As a result, 

a new transport protocol, called Zing, is proposed. This protocol has very simple 
error and flow control mechanisms. Another characteristic of the system is that the 

circuit-switching signaling is simple enough to be implemented in hardware.

The use of an end-to-end circuit-switched network has two problems: first and 
most importantly, as shown in Chapter 3, circuit switching in the access network yields
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very bad response times for end users since large file transfers eventually monopolize 

the link for long periods of time. Second, the cost of a second network with the 

corresponding links and switches is very large, and so it is unlikely that this solution 

will be widely deployed in the near future. This barrier to its deployment limits 
its attractiveness, since one can only use Zing to exchange files with the few nodes 

tha t are connected to the circuit-switched network. In contrast, the two approaches 
presented in Chapters 4 and 5 do not require any flag days, in which all network 

elements have to be upgraded or changed. Consequently, these two approaches can 

be deployed incrementally without any changes in either the access networks or the 

end hosts.

6.2 .7  IP  Sw itching

TCP Switching is most similar to IP Switching [129], in which user flows trigger the 
establishment of ATM virtual circuits. The main difference is that TCP Switching 

uses true circuits, as opposed to the use of the connection-oriented packet switching of 
ATM [117]. Consequently, TCP Switching can benefit from the much higher capacity 

of circuit switches.

IP Switching uses ATM virtual circuits, which is a packet-switching technique. 

W ith virtual circuits, resources are not necessarily reserved as with true circuits. 
Consequently, bandwidth is not wasted if the ATM virtual circuit remains active after 

the associated flow has ended. W ith TCP Switching, bandwidth is reserved, and it 

is wasted when unused. This wastage of bandwidth is relevant since typical flows in 

the Internet last only a few seconds. For this reason, the recommended inactivity 
timeouts of IP switching are above 30 seconds [108]; in contrast, TCP Switching uses 
a timeout tha t is only slightly larger than the RTT (0.25-1 s).

6.3  P acket sw itch in g  in  th e  o p tica l dom ain

Chapters 4 and 5 and Section 6.2 have described two ways of using high-capacity 

all-optical circuit switches by integrating circuit-switched clouds with the rest of the
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Internet that uses packet switching. Several researchers have proposed all-optical 

packet-switched routers instead.

El-Bawab and Shin [68] give an overview of the state of the art in the underly

ing technologies that used for all-optical packet switching, such as technologies for 

3R4 regeneration (SOA-based5 Mach-Zehnder interferometers, soliton transmission, 

and self-pulsating distributed feedback lasers), packet delineation and synchronization 

(fiber delay lines), packet header processing (O /E 6 conversion, subcarrier multiplex
ing, and Michelson interferometers), optical buffering (fiber delay lines), optical space 
switching (SOAs, and LiNbOz  crossconnects), and wavelength conversion (SOAs with 
cross-phase or cross-gain modulation, O /E /O  conversion, and wave mixing).

El-Bawab and Shin state tha t major technological challenges need to be overcome 

before optical packet switching is viable. Many of the enabling technologies are still 

in the research and exploration stages, and so it is premature to build a commer
cial all-optical router. Buffering and per-packet processing are the basis for packet 

switching, and they remain the most important challenge to the implementation of 
an optical router. Through reflections, refractions and diffractions, we know how to 
bend, multiplex and demultiplex light, but we (still) do not know how to store as 
much information in optics as with an electronic DRAM, or how to process infor
mation in optics as fast as with an electronic ASIC. Current efforts in high-speed 

optical storage and processing [109, 151, 178] are still too crude and complex to be 
usable. W ith current optical storage approaches, information degrades fairly rapidly 

(the longest holding times are around 1 m s), and these approaches can only be tuned 

for specific wavelengths. In other areas, such as signal regeneration, packet synchro
nization, space crossconnects and wavelength conversion, progress has been made, 

but scalability, reliability and cost are still issues that need to be solved. In any 

case, even if some of the technology on which optical packet switching depends is not 

here yet, one can still study its performance to see what one can achieve once the 
technology has been developed.

4Reamplification, Reshaping and Retiming.
5 Semiconductor Optical Amplifier.
6Electronics-to-Optics.
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The family of solutions that does packet switching in optics can be further sub
divided into two based on the size of the switching units: Optical Packet Switching 
(OPS) switches regular IP packets, whereas Optical Burst Switching (OBS) deals 

with “bursts” , units that are larger and encapsulate several IP packets.

6.3.1 O ptical Packet Sw itching (O PS)

Optical Packet Switching (OPS) [186, 185] is the simplest and most natural extension 
of packet switching over optics. It consists of sending IP packets directly over an all- 

optical backbone. The biggest challenge that packets face in an optical switch is 
the lack of large buffers for times of contention. As a rule of thumb, routers have 
R T T  x bandwidth worth of buffering [182], so that TCP congestion control works well. 
For an OC-192c link and an average packet length of 500 bytes, this is equivalent to 
a buffer space of 625,000 packets. In contrast, existing optical buffering techniques 

based on fiber delay lines can accommodate at most a few tens of packets. W ith such 

small buffers, the packet drop rate of an optical packet switch is quite high even for 

moderate loads.

OPS tries to overcome the lack of buffers by combining two other techniques to 
solve contention: wavelength conversion and deflection routing. If two packets arrive 
simultaneously, and there are no local buffers left, the optical packet switch first tries 
to find another free wavelength in the same fiber, and if it cannot find it, it will try 

another fiber that does not have contention. The number of wavelengths is expected 
to be between 4 and 512, and the number of neighboring nodes fewer than 10.

OPS has some shortcomings: one is that we do not have much room to solve the 
contention. If we multiply the options given by the three dimensions (fiber delay lines, 
wavelength conversion and path deflection), we have less than (10—50 packets/FDL) x 

(4 — 512 wavelengths/fiber) x (2 — 10 neighbors) =  80 — 256,000 options. It may 
seem to be close to the number of choices that we get from the electrical buffers 

in a router (625,000 packets for a 10-Gbit/s link), but the number of degrees of 
freedom is in fact much less since there are numerous dependencies that limit the 

choice. Moreover, packets tha t are bounced to different paths may cause congestion
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in other wavelengths or other parts of the network, spreading local congestion across 

larger areas of network. In addition, packets no longer follow the same path, and 

so they may arrive out of order, which may be interpreted by TCP as losses due to 

congestion, and TCP may thus throttle back its rate. Packet reordering within a TCP 
session also causes unnecessary retransmissions, prevents the congestion window from 
growing properly and degrades the quality of the RTT estimator in TCP [12, 17].

A problem that is perceived with OPS is that IP packet sizes are very short for 
some optical crossconnects to be rescheduled. A 40-byte packet takes 32 ns to be 

received on an OC-192c link, and only 8 ns on an OC-768c link. By contrast, MEMS 

mirrors have tilting times of over 1 ms. For this reason, several researchers have 
proposed using bigger switching units, called bursts, in an architecture called Optical 

Burst Switching.

6.3.2 O ptical B urst Sw itching (O BS)

Optical Burst Switching (OBS) was proposed in [155, 177], and it is a hybrid be
tween packet switching and circuit switching. OBS pushes buffers to the edges of the 

network, where electronic switches are, leaving no buffers in the optical core. OBS 

gathers bursts of data at the ingress nodes of the backbone using large electronic 

buffers until the node has enough data or a burst formation timeout occurs. At this 

point, the burst is sent through the all-optical core. In general, the burst is preceded 
by an out-of-band signaling message that creates a lightweight circuit with an explicit 
or implicit teardown time, through which the burst is sent, as shown in Figure 6.3. If 

the circuit is successfully created, the burst traverses the circuit, and then the circuit 
is destroyed once the burst has finished.

If during the circuit establishment there is no bandwidth left for the burst, the 
node can either temporarily buffer the burst using the limited space of local fiber 
delay lines or it can try  to deflect the burst circuit to another wavelength or another 

fiber. If none of these three options is available the incoming burst is then dropped 

at that node. From the point of view of the user flows, the behavior of OBS is 
closer to OPS than to traditional circuit switching techniques. If there is contention,
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Figure 6.3: Sample time diagram of a network using Optical Burst Switching.

information from at least one active flow is dropped at the intermediate nodes in OPS; 
with traditional circuit switching, new flows are blocked (buffered) at the ingress, but 

old, active flows are unaffected. In traditional circuit switching, once a flow has been 
accepted, it is guaranteed a data rate and no contention. For this reason, the end user 

does not perceive OBS as a circuit switched network, but rather as a packet-switched 

one tha t switches large packets, as shown in Figure 6.3.

There are different types of OBS, essentially with different degrees of signaling 
complexity. The high rate of burst formation in the core makes the proposals with 

the simplest signaling the most interesting (i.e., those with “best-effort” reservation 
that do not wait for confirmations). The two most popular flavors of OBS are called 
Just-In-Time (JIT), which uses circuits with an open-ended duration and that are 

closed by an explicit “release” message from the ingress node, and Just-Enough-Time 
(JET), which explicitly specifies the circuit duration when the circuit is created [6].
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W ith OBS, data is sent in batches as opposed to streamed as with regular IP or 
traditional circuit switching, such as the proposals of Chapters 4 and 5. This has an 
effect on TCP, since it relies on the packet timing to pace its transmissions. With 

OBS, delivery is best effort, and so the burst may be lost. Since TCP considers the 

loss of three consecutive packets as a sign of congestion, when burst sizes are long, 

the loss of a burst is expensive because it makes TCP sources throttle back their 

transmission rate. The effect of the burst loss rate is amplified by TCP. These two 
interactions of OBS with TCP are only noticeable when bursts are very long, when 

there are several packets belonging to the same user flow in each burst. T C P’s flow 

and error control, thus, will set a limit on the maximum burst size tha t will depend 

on the rates under consideration.

OBS uses electrical buffers at the ingress to aggregate regular IP packets destined 
to the same egress node into bursts. The aggregation reduces the number of forward
ing decisions that have to be done by the OBS so that they can be done electronically. 
The trade-off for this is that OBS requires more buffering at the ingress of the optical 
backbone than the optical circuit switching solutions because IP packets in OBS have 
to wait until the next burst departs, whereas with circuit switching, packets belonging 

to active circuits are sent as soon as they arrive. Furthermore, in TCP Switching, the 

circuits have the same capacity as the access link, hence they are not the bottleneck 

in the flow path. Consequently, queueing at the circuit head is unusual.

6.3.3 Perform ance o f O P S /O B S

We can use the “end-user response time” to compare the performance of these two 

related techniques. Let me start with OBS. According to [139], If we ignore retrans

mission timeouts and operate in the absence of window-size limitations, we can write 

the average throughput of TCP as:

Average throughput oc ^  ^1̂ /—

where R T T  is the round-trip time, p is the packet drop probability and b is the 
number of packets acknowledged per ACK message. The first thing to notice is that 

the longer the burst size is, the more TCP data and acknowledgement packets get
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bundled together in bursts of OBS, which makes the value of b increase. In addition, 

the small amount of buffers in OBS is not enough to solve the contention among 

bursts, and so the drop rate is larger than with regular packet switching in electronic 

form. For example, for a system load of 50% and four wavelengths per link, the drop 

rates for open-loop traffic with OBS are between 2% and 0.1% [186, 188], whereas 
the drop rates of electronic packet switching are typically several orders of magnitude 

lower. Using an M / M / k / k  + d model, where k is the number of wavelengths per 

link and d the number of fiber delay lines, Yoo et al. [188] show that the drop rate 
decreases exponentially with the number of wavelengths, k.

Furthermore, the burst-formation time in OBS increases the RTT, which reduces 

the average throughput of TCP and, thus, increases the user response time.7 Simu
lations using ns-2 suggest that even when we use a long burst formation latency of 

50 ms, OBS leads to response times that are only about 10% slower than electronic 
packet switching, and so one can conclude that their user response time performance 

is comparable.

OB S/OPS core

OBS/OPS ~ 
boundary router

4 x 2.5Gbit/s wavelengths
100 Mbit/s access link

Figure 6.4: Topology used in [186] to simulate the effect of Optical Packet and Burst 
Switching on TCP. The core wavelengths were carrying bursty IP traffic in the back
ground.

The previous arguements about the burst/packet losses in OBS/OPS seem to

7Remember that TC P Switching also had an increase of the RTT because of the transmission 
tim es over thin circuits. As the access-link rate increases in TC P Switching, the RTT increase 
becomes negligible.
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question the end-user performance of OBS/OPS even under moderate loads because 
of the high losses in the unscheduled optical cloud. However, some authors [86, 188] 

have analyzed and performed open-loop simulations of OPS/OBS with unscheduled 

optical clouds, and they have found that the losses of the system are acceptable if 

enough wavelengths were available. For example, with a system load of 50% when 

the number of wavelengths per link went from 4 to 32, the packet loss rate when from 

2% to 4 • 10“5.

However, the close-loop, multiplicative-decrease-additive-increase congestion con
trol algorithm of TCP can overreact to the clustered losses of OBS/OPS, and it can 
make TCP cut its transmission rate very aggressively. Moreover, the burst formation 

time has an important impact on the TCP throughput if it increases the connection 

RTT [64], Yao et al. [186] have simulated what happens when an FTP session con
tends in an OPS/OBS, unscheduled optical core, such as the one shown Figure 6.4. 

Figure 6.5 shows the response time of file transfers of 1.6 Mbytes. One can see how 
the response time starts degrading with backbone loads of only 30%, and how, with 
backbone loads of only 50%, the response times of those FTP sessions using OPS 

is between 12 to 20 times worse than that of an unloaded network. Figure 6.5 also 
shows how OBS can achieve a better performance by aggregating packets into bursts, 

but the performance improvement is not enough to make the system usable under 
reasonable link loads. However, something should be said about these results; the 
system under consideration had only four wavelengths per link, so there is still room 
for improving the performance by adding more wavelengths per link. Today it is 
possible to switch over 320 wavelengths [173].

There have been several proposals [188, 186] to improve the dismal performance of 

OSP/OBS by creating several traffic classes with strict priorities or by giving priority 

to through traffic when it is contending with inbound traffic. The end result is that 
the high-priority class sees a network load that is much smaller than the total link 
load. It is as if all traffic of lower priority did not exist for the high priority class. 

For eight wavelengths per link, the high-priority class gets an acceptable performance 
(open-loop loss rate ~  4 ■ 10~5) at the cost of heavily hurting the low-priority class, 
which gets an unacceptable performance, with loss rates of 20% for a total network
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Figure 6.5: Response time of FTP sessions in Optical Packet and Burst Switching 
using TCP, as shown in Figure 7 in [186]. The diagram on the left studies the effect 
of the TCP receiver window size (8, 32 and 64 Kbytes), and the diagram on the 
right the effect of the burst size (1, 10, 30 and 100 packets). The “direct” curve uses 
regular packet switching with large electronic buffers in all nodes. The other curves 
use OBS/OPS with fiber loops, wavelength conversion and fiber deflection to resolve 
contention.

load of 60%.
Even if, on average, link loads are low in the core of the network, it is not a 

reasonable assumption on certain links (near hot spots) and at certain moments (e.g., 

after rerouting traffic following a link failure). Furthermore, hotspots and failures 
happen in unpredictable locations at unpredictable times [90]. OBS/OPS would not 

be able to provide the maximum performance where it is needed the most, unless the 
OBS/OPS is extremely overprovisioned by having many wavelengths per link.

6 .4  F low  M easu rem en t

A key component of Chapters 4 and 5 is the monitoring of flows and the study of 
their characteristics. This monitoring of flows has been done both off-line and on-line. 
The off-line profiling of user flows has been used, first, to see whether the proposed 

solutions make sense in the face of current Internet workloads and, second, to feed the 
model in Section 5.4. On the other hand, the on-line monitoring of active flows has 

been used to control the circuit-switched backbone in real time. Next, I will describe
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two approaches that can be used to study user flows.

6.4.1 RFC 2722 and N etF low

RFC 2722 [22] provides a general framework for describing network traffic flows and 

presents an architecture for traffic flow measurement and reporting. The purpose 
of such flow-measurement system is to understand network usage and performance, 
which is in general done off-line, rather than to control the network in real time. 
Namely, such a flow measurement system can be used for network planning, perfor
mance and QoS estimation, and per-user billing.

There are two related tools tha t use sampling of packets to study flows. Cisco 

offers a feature in its routers called NetFlow [41] that logs in memory one packet out 

of every N  packet arrivals8 and later dumps the log to a permanent storage. There 

are numerous commercial and open-source programs that analyze off-line the traces 
sampled by NetFlow [171]. Duffield et al. [65] have proposed sampling flows with 
a frequency that is the inverse of the flow size to decrease the number of samples 
without introducing measurement errors.

6.4.2 P roposal by E stan  and Varghese

Estan and Varghese [70] propose two methods that sample large flows (those that take 

a non-negligible amount of the link capacity) more precisely. One method samples 
packets at fixed arrival intervals, and it creates a filter for the flow of each sampled 

packet. All subsequent packets will try  that filter. Large flows are more likely to 

have a filter in place when their packets arrive, and so they are more likely to be 

matched and sampled. The other method hashes each arriving packet using multiple 

hash functions. The value of each of the hash entries is increased with the packet 
size. A packet belonging to a large flow finds tha t the values of all its hash entries are 
large, whereas short flows most likely have some entry with a small value. These two 

methods use less memory than Cisco’s NetFlow, and they accurately sample large 
flows, but they ignore many small flows.

8A recommended sampling rate is 1 packet out of 100.
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As with the method listed in Section 4.3.3, the two methods described above 

require the observation of every single packet in the link. The difference between the 
two approaches is that Estan’s methods use fewer filters by focusing on big flows, 

whereas the method of Section 4.3.3 uses many more filters because it measures 

how many flows are currently active, whether they are large or small. This latter 

information is then used to calculate the total flow capacity to properly size the 

circuit in the core in real-time. However, small flows typically take less than 20% 

of the aggregate rate, and so Estan’s two methods can provide a rough estimate 

of the envelope of the total flow bandwidth with less state, but, as mentioned in 
Section 4.3.3, the amount of state related to all active flows (big or small) is not a 
big problem.

6.5 C onclu sion s

This chapter discusses other proposals that are related to this thesis. Some of these 

proposals try  to integrate circuit switching in the core within a packet-switched In
ternet in a way that is similar to the one explored in this thesis: These approaches 

map flows between boundary routers to circuits. They develop other aspects of this 
integration that have not been addressed or elaborated in detail in this thesis, such 
as the protection, restoration and routing of circuits, or the statistical monitoring of 

flows. As such, these approaches could make use of the ideas developed in Chapters 4 
and 5, and vice versa.

Other approaches, such as Optical Burst Switching and Optical Packet Switch

ing, propose extending packet switching to all-optical switches.9 They require an 
extremely overprovisioned network with hundreds of wavelengths per link to achieve 

performances tha t are comparable to those of electronic packet switching. Even if all 
the technological challenges that remain to get there are solved, the end user will not 
see a better response time from the network than with a traditional circuit switching

9Even if OBS uses circuit switching to forward the bursts, from the point of view of performance 
it behaves like a packet switching technology that switches very large packets (the bursts) using 
cut-trough techniques.
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solution, as pointed in Chapter 3.
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Chapter 7

Conclusions

As researchers in networking, we are continuously trying to eliminate any bottlenecks 

in the Internet by proposing and evaluating alternative protocols, algorithms or tech

niques. Frequently, we simply consider the functions in the current router architecture 

(classification, route lookup, per-packet processing, buffering and scheduling) in iso
lation. This dissertation looks at the router as a whole and it asks the following 
question: Can the underlying technology (electronics in Silicon) keep up with the 
pace of traffic growth? Figure 1.3 shows that the answer is clearly no. In 10 years 
time, there will be a five-fold gap between information forwarding in electronics and 

the backbone traffic volume.

There are already several architectures [36, 92, 93] tha t try  to overcome the limi

tations of electronics by using load balancing and massive parallelism. However, this 

thesis takes a different approach, and it explores what would happen if we used opti

cal switching elements, which are known to scale to capacities that are unimaginable 

with electronics. Optics can, indeed, overcome the gap between traffic growth and 
switching capacity. However, we cannot use the traditional packet-switch design for 
optical switches because we (still) do not know how to buffer light in large amounts.

One switching technique tha t is not affected by this drawback of optics is circuit 
switching because circuit switching moves all contention away from the data path, 

and, thus, it eliminates the need for buffering in the forwarding path. But, it is 
worth asking: W hat is the price to pay to use this technique? How will the efficiency,

134
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complexity and performance be affected? The first contribution of this thesis is a 

comparison of circuit and packet switching in the Internet, whether in electronics 
or optics. From analytical models, simulation and evidence from real networks, the 

conclusion is twofold:

• On one hand, circuit switching yields a very poor response time in access net

works and LAN’s with respect to packet switching. This is because of the 

blocking created by large file transfers when using circuits.

• On the other hand, in the core, circuit switching provides high reliability and 

scales better in capacity than packet switching without deteriorating the end- 
user response time or quality of service. The reason for this is that, first, circuit 
switches have a simpler data path and, second, the end-user response time is 
largely determined by the access links, which limits the maximum user-flow 
rate.

If we look at the backbone today, there is a lot of circuit switching in the form of 

SONET/SDH and DWDM switches. This thesis sustains that rather than disappear, 

these circuit switches will play a more relevant role in the future Internet. Currently, 

these core circuit switches are not integrated with the rest of the Internet, and IP 
treats the circuits as mere fixed-bandwidth, layer-2 paths between edge routers. In 
addition, these circuit switches are manually provisioned, and so it takes hours and 
even days to reconfigure them. They do react very slowly, and so they are vastly 
overprovisioned to account for any unexpected changes (for example, SONET/SDH 
provisions a parallel and disjoint path in a ring to accommodate for any sudden 

failure in the network). We would be better off if we had a circuit-switched system 

that reacts to the current network conditions in real-time.

The second contribution of this dissertation are two evolutionary approaches 
tha t integrate a circuit-switched core with the rest of an Internet tha t uses packet 
switching. The first approach (called TCP Switching) maps user flows to fine-grain, 

lightweight circuits in the core. The second approach monitors user flows to estimate 
the right size of the coarse-grain, heavyweight circuits that interconnect boundary
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routers around the core. This thesis uses user flows extensively to control the circuit 

switches in the backbone. The amount of per-flow state these techniques require is 

quite manageable with current technology, and it does not limit the performance of 

the switch.

A word of caution: The introduction of any dynamic algorithm for circuit man

agement may be slow. Many carriers are reluctant to fully automate the provisioning 

of their backbone and to let some edge routers (potentially belonging to their clients) 
make decisions involving millions of dollars. These carriers would prefer to start with 

an automatic network management software that gives recommendations to network 

operators, who in turn use a point-and-click interface to rapidly reconfigure the net
work. Only when carriers feel confident enough with the decision-making algorithms 

will they let these algorithms run the network. I believe this last step is inevitable 
because, as networks grow and become more complex, it will be increasingly more 

difficult for human operators to react fast enough to changes in the network.

This thesis proposes only two of many possible ways of scaling the backbone 

to accommodate the growth of Internet traffic. Other related techniques tha t also 
use circuit switching in the core are the proposals by Veeraraghavan et al., GMPLS, 
ASTN/ASON, ODSI and OIF. A different set of techniques are Optical Burst Switch

ing and Optical Packet Switching. They introduce optical switches in the backbone 
tha t perform packet switching of either large bursts of data or regular IP packets. 

OBS and OPS represent a big departure from the switching techniques that oper

ators of the large transport networks currently use for the core (SONET/SDH and 
DWDM). It will not be easy for OBS/OPS to convince operators to adopt their net

work model, especially since these two approaches will not improve the performance 
seen by the end user, as discussed in Chapter 2.1

xIt is interesting to note that despite the almost simultaneous coming of age of IP and 
SO N ET/SD H  in the late 80’s, current IP routers have not been able to displace electronic cir
cuit switching in the core, as shown in Table 2.1. This could be an indication of what can happen  
with O B S/O PS.
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7.1 F u tu re d irection s

One important aspect of circuit switching that has not been addressed in this thesis 

is the routing of circuits in the backbone. Routing has important implications in the 

performance and scalability of a circuit-switched network. For example, a network 

can increase its throughput without increasing the total capacity if the traffic load is 
balanced across multiple parallel paths. Even if the set of routes is not optimal, the 

throughput can be much higher than the trivial shortest-path-first solution. Routing 
decisions need to be fast so as to be reactive to changes in the network traffic. Routing 

also performs an important role in the robustness of the network because in case of 
a failure, the routing mechanism has to restore the broken paths as soon as possible. 
One can speed up recovery if a disjoint backup path has been pre-computed and 

perhaps even pre-provisioned before any failure occurs.

Finally, the analysis of circuit and packet switching can have many other appli

cations; especially, when comparing preemptive and non-preemptive systems with 
several parallel channels or servers. A short list of applications include:

• Router and switch crossconnects with few or no buffers. These crossconnects 

resemble a bufferless optical network where most or all buffers are at the ingress 
and egress points. The approaches that have been presented in this thesis could 
be applicable in this situation.

•  Wireless access networks, in which orthogonal channels are used to increase the 

capacity of the access network.

• HTTP 1.1, where a client pipelines its requests through several parallel connec
tions to a proxy server.

• Computer clusters, in which workloads are so large that it becomes very expen

sive to switch contexts, and so tasks need to be executed to completion.
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7.2 F inal w ords

Hopefully, the ideas in this dissertation will serve as a useful foundation for the design 
and architecture of future networks, and they will encourage further research on the 
integration of circuit and packet switching. This approach will allow us to use all- 

optical switches that scale and can cope with the rapid growth of Internet traffic.
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ASIC

ATM

CDF

CMOS

DiffServ

DRAM

DSL

DWDM

FCFS

FPGA

GMPLS

ICMP

Variance

Expected value. Synonym for mean or average value 

Application Specific Integrated Circuits 

Asynchronous Transfer Mode 

Cumulative Probability Function 

Complementary Metal Oxide Semiconductor 

Differentiated Services. RFC 2475 

Dynamic Random Access Memory

Digital Subscriber Line. A broadband access technology that works 

over local phone loops

Dense Wavelength Division Multiplexing

First Come, Fist Served, a scheduling discipline

Field Programmable Gate Array

Generalized Multi-Protocol Label Swapping. Extension to MPLS 

that includes the use of circuits and wavelengths as paths

Internet Control Message Protocol. RFC 792
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IntServ Integrated Services. RFC 1633

IP Internet Protocol. A network protocol based on packet switching

th a t is the basis for the Internet. RFC 791

ISP Internet Service Provider

LAN Local Area Network

M /G I/N  Queueing system with one queue and N servers. Arrivals are Pois-
son, and service times are independent and follow any generic dis

tribution

M /M /N  Queueing system with one queue and N servers. Arrivals are Pois-
son, and service times are independent and follow an exponential 

distribution

MAN Metropolitan Area Network

MEMS Micro-Electro-Mechanical System

MPLS Multi-Protocol Label Swapping. Protocol that associates paths to
IP flows based on a label that is pre-pended to the packet. RFC 
3031

OBS Optical Burst Switching

OC-X Optical Carrier. Specifies the SONET channel bandwidth in the

optical domain. OC-1 =  51.85 M bit/s

OC-Xc Optical Carrier concatenated (as opposed to channelized)

OPS Optical Packet Switching

PDF Probability Density Function

PoP Point of Presence
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PrSh Processor Sharing, a scheduling discipline

QoS Quality of Service. Probabilistic measure that indicates whether the
average delay, the delay jitter, the packet loss or the flow bandwidth 

are within a certain bounds

RAM Random-Access Memory

RTT Round-Trip Time. Time it takes for a packet to go from the source

to the destination and back

SDH Synchronous Digital Hierarchy

SJF Shortest Job First, a scheduling discipline

SONET Synchronous Optical NETwork

SRAM Static Random-Access Memory

STS-X Synchronous Transmission Structure. Specifies the SONET channel
bandwidth in the electric domain. STS-1 =  51.85 M bit/s

TCP Transmission Control Protocol. End-to-end transport protocol that
is responsible for verifying the reliable delivery of data. RFC 793

TDM Time Division Multiplexing

TTL Time To Live. Field in the IP header that eliminates routing loops

by limiting the life of a packet in the network

UDP User Datagram Protocol. RFC 768

WAN Wide Area Network. Synonym for the backbone or Internet core

WDM Wavelength Division Multiplexing

WFQ Weighted Fair Queueing, a scheduling discipline
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