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Abstract—If optical routers are to become reality, we will need
several new optical technologies, one of which is to build suffi-
ciently large optical buffers. Building optical buffers for routers is
daunting: Today’s electronic routers often holdmillions of packets,
which is well beyond the capabilities of optical technology. In this
paper, we argue that two new results offer a solution. First, we
show that the size of buffers in backbone routers can be made
very small—just about 20 packets per linecard—at the expense of
a small loss in throughput. Second, we show that integrated delay
line optical buffers can store a few dozen packets on a photonic
chip. With the combination of these two results, we conclude that
future Internet routers could use optical buffers.

Index Terms—Buffer size, integrated optical memory, packet
switching, TCP.

I. INTRODUCTION

O VER the years, there has been much debate about
whether it is possible—or sensible—to build all-optical

datapaths for routers. On one hand, optics promises much
higher capacities and potentially much lower power. On the
other hand, most of the functions of a router are still beyond
optical processing, including header parsing, address lookup,
contention resolution and arbitration, and large optical buffers.
Alternative architectural approaches have been proposed to

ease the task of building optical routers. For example, label
swapping simplifies header processing and address lookup
[1]–[3], and some implementations transmit headers slower
than the data so they can be processed electronically [4], [5].
Valiant load balancing (VLB) has been proposed to avoid
packet-by-packet switching at routers and eliminates the need
for arbitration [6].
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In this paper, we consider just one function of an optical
router—optical packet buffering—and ask the question: Is it
possible to build optical buffers for an Internet router?
Conventional wisdom says that it is not. Electronic Internet

backbone routers today maintain millions of packet buffers in
first-come–first-served queues. None of the many proposed
schemes to build optical buffers comes close to replacing the
huge buffers in an electronic router.
The basic premise of this paper is that because of two recent

innovations, we are now much closer to being able to build
optical buffers for a backbone router. First, as we show in
Section III, there is growing evidence that backbone networks
can be built from routers with very small buffers, perhaps only
a few dozen packet buffers on each line in each router, if we
are willing to sacrifice a small amount of throughput. Second,
as we show in Section IV, it is now possible to build optical
packet buffers that are capable of holding a few dozen packets
in an integrated optoelectronic chip. We describe both innova-
tions, show how they can be applied to build packet buffers for
optical routers, and explain some of the shortcomings yet to be
overcome.

II. WHY DO ROUTERS HAVE BUFFERS?

There are three main reasons that routers have buffers.
1) Congestion: Congestion occurs when packets for a switch
output arrive faster than the speed of the outgoing line.
For example, packets might arrive continuously at two
different inputs, all destined to the same output. If a switch
output is constantly overloaded, its buffer will eventually
overflow, no matter how large it is; it simply cannot
transmit the packets as fast as they arrive. Short-term
congestion is common due to the statistical arrival time
of packets. Long-term congestion is usually controlled
by an external mechanism, such as the end-to-end con-
gestion avoidance mechanisms of TCP, the XON/XOFF
mechanisms of Ethernet, or by the end-host application. In
practice, we have to decide how big to make the congestion
buffers. The decision is based on the congestion control
mechanism—if it responds quickly to reduce congestion,
then the buffers can be small; else, they have to be large.
The congestion buffers are the largest buffers in a router,
and so will be our main focus in this paper. A typical
Internet router today holds millions of packet buffers for
congestion.

2) Internal Contention: Even when the external links are not
congested, most packet switches can experience internal
contention because of imperfections in their datapaths and
arbitration mechanisms. The amount of contention, and
therefore the number of buffers needed, is determined by
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Fig. 1. Buffering in a CIOQ router. Input buffers store packets when there is in-
ternal contention. Output buffers store packets when output links are congested.

the switch architecture. For example, an output-queued
switch has no internal contention and needs no contention
buffers. At the other extreme, an input-queued switch can
have lots of internal contention, as typified in the seminal
paper of Karol [7] that shows contention can limit the
throughput of an input-queued switch to just 58% of its
maximum. Between the two extremes, it is possible to
build input-queued switches with 100% throughput [8],
[9]. These switches need large internal buffers (theo-
retically, of infinite depth) to hold packets during times
of contention. Some architectures can precisely emulate
output queueing [10], [13] through careful arbitration and
a combination of input and output queues (CIOQ). These
switches still need contention queues (at their inputs) to
hold packets while the arbitration algorithm decides when
to deliver each to its output queue. Most switches today
use CIOQ or multiple stages of CIOQ. As we will see in
the next section, CIOQ switches typically need very small
contention buffers. Fig. 1 shows the generic architecture
of a CIOQ switch.

3) Staging: Packet switches also have staging buffers for
pipelining and synchronization. Most designs have hun-
dreds of pipeline stages, each with a small fixed-delay
buffer to hold a fixed amount of data. Most designs also
have multiple clock domains, with packets crossing sev-
eral domains between input and output; each transition
requires a small fixed-size FIFO. In this paper, we will not
be considering staging buffers. Their sheer number means
they cannot be ignored, but because they are of fixed size
and delay, they can be implemented in various ways using
small optical delay lines.

III. HOW BIG SHOULD THE BUFFERS BE?

The historical answer to this question is the well-known rule
of thumb: Buffers should be at least as large as the delay-band-
width product of the network to achieve full utilization, i.e.,

, where is the average round-trip time of
flows, and is the data-rate of the bottleneck link. According
to this rule, 1-Gb buffers are required for a 10-Gb/s link, with
an average two-way delay of 100 ms. To follow the rule, this
number has to grow linearly as the link speed increases.

Recently, Appenzeller et al. [11] showed that with con-
current flows on the link, the buffer size can be scaled down
to , without compromising the throughput.
This means a significant reduction in the buffer size of backbone
routers because backbone links often carry tens of thousands of
flows. With 10 000 flows on a link, the buffer size can be re-
duced by 99% without any change in performance (i.e., a 1-Gb
buffer becomes 10 Mb). This result has been found to hold very
broadly in real networks [11], [15].
However, even at 10 Mb, a packet buffer is too large to be

implemented optically. Therefore, in this paper we argue that,
with two caveats, we can reduce the buffer size even further, to
as small as 20 packets. The first caveat is that we must be willing
to sacrifice about 15% of the link capacity (e.g., a 100-Gb/s link
will operate like an 85-Gb/s link). In the very fastest networks,
this might be an acceptable tradeoff to be able to use an all-
optical datapath. The second caveat is that we must take steps
to ensure the arriving traffic is not too bursty. This turns out to
be easier than one might expect: We have found that in a typical
backbone network, the multiplexed traffic is sufficiently smooth
for our results to hold.
Replacing million-packet buffers by 20-packet buffers in a

router linecard implies huge savings in power consumption,
board space, and cost and eliminates delay jitter. Most impor-
tantly here, this result is very well suited to what can be built by
the current optical technology, as we will explain in Section IV.

A. How Big Should the Congestion Buffers Be?

To understand how large to make the congestion buffers, it
helps to study output-queued routers, in which packets are im-
mediately transferred to the output ports as soon as they arrive.
Each output port has one FIFO queue that is shared by all the
flows going through that port. The size of the buffer depends on
the arrival traffic: If traffic is light or nonbursty, buffers can be
very small; if big bursts arrive, we need much bigger buffers.
In what follows, we explore how large to make the congestion

buffers in three scenarios in turn:
1) when a link carries just one TCP flow. This turns out to
be the worst case, and leads to the rule of thumb

;
2) when a link carries many TCP flows, allowing us to reduce
the buffer size to ;

3) finally, when traffic comes from slower access networks,
or when the source paces the packets it sends. In this case,
we can reduce the buffer size to about 20 packets. We will
refer to this rule as the tiny buffers rule.

1) When a Link Carries Just One TCP Flow: To understand
why we need buffers with just one TCP flow, we
need to understand the dynamics of TCP. The dynamics of a
TCP flow are governed by the window size (the number of out-
standing unacknowledged packets). A long-lived flow spends
most of its time in the additive-increase and multiplicative-de-
crease (AIMD) congestion-avoidance mode, during which the
window size increases additively upon receiving anACK packet
and is halved when a packet or ACK is lost.
The buffer in a router’s output port should be big enough to

keep the outgoing link busy during times of congestion, so as to
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Fig. 2. Single-bottleneck topology. The sender’s access link is faster than the
receiver’s bottleneck link, causing packet accumulation in the router.

Fig. 3. Window size dynamics of a TCP flow through a bottleneck link. To
achieve 100% utilization, the buffer size should be large enough to store
packets.

maximize the throughput of the network. If the buffer ever goes
empty, the link goes idle and we waste the link capacity.
On the other hand, TCP’s sawtooth congestion control algo-

rithm is designed to fill any buffer and deliberately causes occa-
sional loss to provide feedback to the sender. No matter how big
we make the buffers at a bottleneck link, TCP will occasionally
overflow the buffer.
Consider the simple topology in Fig. 2, where a single TCP

source sends data packets to a receiver through a router. The
sender’s access link is faster than the receiver’s bottleneck link
of capacity packets per second, causing packets to be queued
at the router. Assume the buffer size at the output link of the
router is . The sender transmits a packet each time it receives
an ACK and gradually increases the number of outstanding
packets (the window size), which causes the buffer to gradually
fill. Eventually a packet is dropped, and the sender does not
receive an ACK. It halves the window size and pauses until the
number of outstanding packets has fallen to (where

is the peak window size). Fig. 3 shows the window size
dynamics.
The key to sizing the buffer is to make sure that while the

sender pauses, the router buffer does not go empty and force
the bottleneck link to go idle.
The source pauses until it receives ACK packets,

which arrive in the next seconds (remember that is
the bottleneck bandwidth). During the pause, packets
leave the buffer; for the bottleneck link to stay busy, the buffer
needs to hold at least packets when the pause starts.
Now, we just need to determine .
At the instant the pause is over, the source can send

consecutive packets as ACKs arrive. It then pauses
until it receives an ACK one later (the first ACK ar-
rives after exactly one because the buffer is empty). In
other words, it sends packets in one , which
must be just enough to keep the bottleneck link busy; i.e.,

, which means , the
rule of thumb for one TCP flow.
2) When Many TCP Flows Share a Link: If a small number

of flows share a link, the aggregate window size (the sum of the

individual window sizes) tends to follow the same TCP saw-
tooth, and B is the same as for one flow.
If many flows share a link, small variations in and pro-

cessing time desynchronize the flows [18]–[20], and the aggre-
gate window size becomes smoother with more flows. This is
studied in detail in [11], where it is shown that with long-lived
TCP flows, variations in the aggregate window size scales down
by a factor . As with one flow, variations in the aggregate
window size dictates the buffer size needed to maintain full uti-
lization of the bottleneck link. Hence, .
3) When Traffic Comes From Slow Access Networks: In

backbone networks, another interesting effect takes place.
In addition to the aggregate TCP AIMD sawtooth becoming
smoother, each individual flow also becomes smoother. This
is because a backbone network interconnects many slower
networks. When packets from slower networks are multiplexed
together onto a fast backbone, the bursts are spread out and
smoothed. We will see that the smoothing substantially reduces
the required buffer size.
To get a feel for how smoothing could help reduce the buffer

size, imagine for a moment that the traffic was so smooth that it
became Poisson. The drop rate would have an upper bound of
, where is the link utilization and B is the buffer size. At

80% load and with a 20-packet buffer, the drop rate would be
about 1%, independent of and . At the other extreme,
compare this to the buffer size needed for 100% utilization with
a single TCP flow, when is 200 ms and is 10 Gb/s;

Gb, or about a million average-sized packets.
Traffic in backbone networks cannot be modeled as a col-

lection of independent Poisson flows. A TCP flow can send a
whole window of packets at the start of each , creating
significant bursts. However, there are two ways the bursts can
be broken. We can explicitly break them by using Paced TCP
[17], in which packets are spread uniformly over the round-trip
time. The rate and behavior of each flow is almost indistinguish-
able from regular TCP, but as we will see shortly, the amount of
required buffering drops significantly.
Even if we do not modify the TCP source, the burst is nat-

urally broken if the core links are much faster than the access
links, as they typically are. As the packets from one flow enter
the core, they are spread out, with gaps or packets from other
flows being multiplexed between them.
To see how breaking the bursts reduces the required buffer

size, we start by analyzing TCP traffic with smooth packet in-
jection. Sources follow the AIMD dynamics, but rather than
sending out packets in bursts, they spread traffic over an .
Assume that long-lived TCP flows share a bottleneck link.

Flow has a time-varyingwindow size and follows TCP’s
AIMD dynamics. If the source receives an ACK at time , it will
increase the window size by , and if the flow detects a
packet loss, it will decrease the congestionwindow by a factor of
two. In any time interval when the congestion window size
is fixed, the source will send packets as a Poisson process at rate

. Under this assumption, buffering
packets is sufficient to obtain close to peak throughput. This
result is stated more precisely in the following theorem and is
proved in [14].
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Theorem 1: To achieve an effective utilization of , a buffer
of size

suffices, if the network is overprovisioned by a factor of ,
where is less than or equal to 1.
This result assumes that the network is overprovisioned. In

other words, it assumes that the maximum traffic rate—with
all TCP sources simultaneously transmitting at their maximum
rate—is times smaller than the bottleneck-link bandwidth.
Although this result has not been extended to the underprovi-
sioned case, the simulation results of Section III-C indicate that
overprovisioning is not a requirement. Here, is the desired ef-
fective utilization of the shared link. It represents the fraction
we aim to achieve out of the maximum possible utilization
(i.e., a fraction of the full link rate).
Theorem 1 suggests that TCP traffic with
packets1 and needs a buffer size of 37 packets to

achieve an effective utilization of 90%.
According to Theorem 1, if the offered load is constant, then

the buffer size needs to increase only logarithmically as the
maximumwindow size increases. In a TCP connection, is
the maximum amount of data the transmitter can send over one

. This amount is limited by the source transmission rate,
even if the operating system does not explicitly limit : At
a source rate of , at most packets can be sent
over a round-trip time. If this amount increases from 100 to
10 000 packets, then the buffer size only needs to be doubled.
In [14], Theorem 1 is extended to show that if access links run

at least times slower than the bottleneck link, approx-
imately the same buffer size is enough. In our example above,

was less than 7, whereas in practice access links are
often two orders of magnitude slower than backbone links (for
example, a 10-Mb/s DSL link multiplexed eventually onto a
10-Gb/s backbone link). Under these conditions, the packet loss
probability is comparable to Poisson traffic with the same buffer
size.
To compare the required buffer size in the above three sce-

narios, we illustrate them through the simulation of a 10-Gb/s
bottleneck link with 800 long-lived TCP flows sharing the link
(Fig. 4). The average is 100 ms. We measure the link
utilization as we vary the buffer size from only one packet to

packets. As the graph shows, utilization
remains almost unchanged (and above 99%) with buffer sizes
larger than packets. When access links
run 100 times slower than the bottleneck link, i.e., at 100 Mb/s,
we can set the buffer size to only 10 packets and achieve close
to 80% utilization.

B. How Big Should the Contention Buffers Be?

Now, we turn our attention to the size of the contention
buffers. Contention is caused by the switch architecture. If
we were building an output-queued switch, we would not
need any contention buffers. Unfortunately, building an op-
tical output-queued switch is hard because (as with electronic
1A 10-Mb/s flow of 1500-byte packets filling a path with an of 100 ms.

Fig. 4. Link utilization versus buffer size. With 800 flows on the link, close
to 100% utilization is achieved if the buffer size is . If flows
come from slower access links, a tiny buffer size of 10 packets suffices for 80%
utilization.

Fig. 5. Simulated network topology.

switches) it is hard to build a buffer that can accept packets
from all inputs simultaneously.
The size of contention buffers in a CIOQ switch depends on

the internal speedup of the switch (i.e., how fast the switch fabric
runs compared to the link rate). Larger speedups reduce the av-
erage number of packets waiting at the input side since packets
are removed faster from input buffers.
In Appendix A, we show that when speedup is at least 2,

the occupancy of contention buffers on any port is less than
twice the size of congestion buffers. In other words, buffer
size at input ports is enough to achieve the same
performance as with an output-queued switch. Our analysis
assumes that a stable matching algorithm [13] configures the
switch fabric. However, simulation results of Section III-C
show that even with more practical algorithms, very small input
buffers result in high utilization.
Note that the tiny buffers rule does not guarantee that packets

are not dropped; TCP requires some packet drops in order to
function well. Our results show that with these tiny buffers, TCP
will perform well and the throughput will be high, though not
100%.
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Fig. 6. Link utilization versus input and output buffer sizes. Left: Speedup is 1, and all the queueing takes place at the input. Right: Speedup is 8, and all the
queueing takes place at the output. With 25-Mb/s access links, five-packet VOQs and 15-packet output buffers make the utilization above 80%.

C. Simulation Results

To validate the results of Section III-A and B, we perform
simulations using the ns-2 simulator [12]. We have enhanced
ns-2 to include an accurate CIOQ router model.
Fig. 5 shows the topology of the simulated network. Flows

are generated at separate source nodes (TCP servers) using TCP
Reno,2 go through individual access links, and are multiplexed
onto faster backbone (core) links before reaching the input ports
of the switch. Large buffers are used at themultiplexing nodes to
prevent drops at these nodes. Core links run at 2.5 Gb/s, and the
propagation delay between each server–client pair is uniformly
picked from the interval 75–125 ms (with an average of 100
ms). All data packets are 1000 bytes.
The simulated switch is a CIOQ switch, which maintains vir-

tual output queues (VOQs) at the input to eliminate head-of-line
(HOL) blocking. In each scheduling cycle, a scheduling algo-
rithm configures the switch and matches input and output ports.
Based on this configuration, either zero or one packet is removed
from each input port and is sent to the destination output port.
All input and output buffers use the FIFO queueing policy.
We define to be the multiplexing factor, which is the ratio

of the backbone-link speed to access-link speed. Today, a typical
user is connected to the network via a 10-Mb/s DSL link, and
backbone links often run at 40 Gb/s; i.e., . In our
experiments, we conservatively pick to be 100.
We relax the overprovisioning assumption of the previous

sections and make the offered load on every output link 100%.
In other words, we set the number of flows sharing output
links and the maximum TCP window size such that the
maximum aggregate traffic rate on each output link is equal to
the link capacity:

With an average of 100 ms and kB, we
need about 490 flows on each core link to fill the link.
2We only consider long-lived TCP flows since the link utilization is mainly

determined by the behavior of these flows.

Baseline: To begin with, we choose a baseline setting, where
the switch is an 8 8 switch, and the load is distributed uni-
formly among output ports, i.e., all output ports are equally
likely to be the destination port of a given flow. In this base-
line setting, the switch configuration is controlled by the Max-
imumWeight Matching (MWM) algorithm. MWM is known to
deliver 100% utilization for admissible traffic distributions [8],
[10], but the algorithm is too complex to be implemented in real
routers.
Fig. 6 shows the average link utilization versus input and

output buffer sizes in the baseline setting. To see the effect of
these buffer sizes independently, we first set the switch speedup
to 1, which makes the switch function as an input-queued
switch. With a speedup of 1, there is no queueing at output
ports because the switch fabric runs no faster than the output
links. Next, we set the switch speedup equal to the switch size
(8) to eliminate input queueing. With a speedup of 8, the switch
functions as an output-queued switch and needs buffering only
at the output side. In both input-queued and output-queued
scenarios, we run the simulations twice: first with ,
i.e., access links run at 2.5 Gb/s, and then with , i.e.,
access links run at 25 Mb/s.
Fig. 6 shows the huge benefit of a larger . Because the net-

work naturally spaces out packets of each flow, much smaller
buffer size is required for high utilization. The plots show that
when access links run at 25 Mb/s, buffering five packets in each
VOQ and 15 packets at each output port suffices for 80% uti-
lization. These numbers increase to 40 and more than 400 (not
shown on this plot), respectively, when access links run as fast
as core links.
With speedups between 1 and 8, we can combine the results

shown in Fig. 6: For each pair of input and output buffer sizes,
utilization is not lower than the minimum utilization shown on
these two graphs at the given input (left) and output (right)
buffer sizes. This is because if speedup is greater than 1, packets
are removed faster from the input queue, and the required buffer
size goes down. If speedup is smaller than 8, packets reach the
output queue later, and hence the backlog is smaller.
Therefore, with any speedup, we can achieve more than 80%

utilization with five-packet VOQs and 15-packet output queues
in the baseline setting. Remember that this result is with 100%
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offered load on the output links. This suggests that Theorem 1
is conservative in its overprovisioning assumption.
Changing the simulation settings from what we considered

in the baseline setting could affect the utilization. However,
our analysis and simulations with different settings (e.g., traffic
load, TCP flavor, switch parameters, and network topology) re-
sulted in similar buffer size requirements as in the baseline set-
ting—i.e., a few tens of packets [21], [22]. Appendix B dis-
cusses the effect of switch parameters on the required buffer
size in more detail.

D. Link Utilization Metric

In this paper, our metric for buffer sizing is link utilization.
This metric is operator-centric; if a congested link can keep op-
erating at 100% utilization, then it makes efficient use of the op-
erator’s congested resource. This is not necessarily ideal for an
individual end-user since the metric does not guarantee a short
flow completion time (i.e., a quick download). However, if the
buffer size is reduced, then the round-trip time will also be re-
duced, which could lead to higher per-flow throughput for TCP
flows. The effect of tiny buffers on user-centric performance
metrics, such as flow completion time, has been discussed in
[15] and [16].
The tiny buffers rule assumes that we are willing to sacri-

fice some throughput and, for example, operate the network at
80%–90% utilization. This might sound wasteful at first glance.
However, we should note that in an optical network, capacity is
abundant and the buffer size is the bottleneck. In a 40-Gb/s back-
bone link, we can expect to lose about 20% of the throughput.
In other words, the 40-Gb/s link will operate like a 32-Gb/s link.
Our results suggest that the required buffer size is indepen-

dent of the absolute bandwidth of the bottleneck link. Fig. 7
shows how link utilization stays unchanged when we increase
the bottleneck link bandwidth but keep by increasing
the access link bandwidth proportionally (the dotted curve). The
buffer size is constant at 20 packets per port. The solid curve in
this figure shows utilization of the bottleneck link when the ac-
cess bandwidth is fixed at 25 Mb/s. In this case, increasing the
backbone link bandwidth creates more spacing between packets
and reduces burst size; hence, the utilization improves.

IV. HOW CAN OPTICAL DATA BE STORED?

After decades of research in optical buffering devices, the first
integrated optical random access memory element has recently
been demonstrated [25]. Together, this breakthrough and the
buffer-sizing results presented in the previous sections demon-
strate the feasibility of building optical buffers. This section will
show that a physical buffer can be built that will meet all of
the necessary requirements for an optical router. We will focus
here on integrated recirculating buffers since they have been
demonstrated to be a viable approach for high-speed buffering
of hundreds of packets and are scalable to thousands of inte-
grated buffers.

A. Optical Buffering Approaches

Storage of optical data is accomplished by delaying the op-
tical signal—either by increasing the length of the signal’s path

Fig. 7. Link utilization versus bottleneck-link bandwidth. With a fixed
access-to-core bandwidth ratio (1%) and a fixed buffer size (20 packets),
increasing the bottleneck-link bandwidth does not change the utilization.

or by decreasing the speed of the light. In both cases, the delay
must be dynamically controlled to offer variable storage times,
i.e., to have a choice in when to read the data. Delay paths
provide variable storage time by traversing a variable number
of short delay lines—either several concatenated delays (feed-
forward configuration) or by looping repeatedly through one
delay (feedback configuration). Buffers that store optical data
through slowing the speed of light do so by controlling reso-
nances either in the material itself or in the physical structure
of the waveguide. Integrated recirculating (feedback delay line)
buffers have been shown to be the most promising solution by
evaluating the requirements that optical memory must meet to
provide a viable solution for optical routers [26].

B. Buffering Requirements

Optical memory elements will not immediately surpass elec-
trical memory in all aspects, but must certainly meet several re-
quirements in order to be a reasonable replacement and to meet
network performance metrics. First, buffers must be bit-rate-
scalable to 40 Gb/s and higher to be considered for future net-
works. Second, acceptable network loads dictate that packets
should be at least 40 bytes, and guard bands no more than a
few percent of the packet length. Third, the size, weight, and
power of the optical buffer should be at least comparable to elec-
tronic memory. Finally, it is critical that the number, complexity,
and monetary cost of components included in a given buffer
architecture be kept to a minimum to result in a competitive
router that is practical to implement. In addition, transparency
to packet length and dynamically variable storage times should
also be considered as they can lead to better performance. In ad-
dition to the above requirements, we focus on architectures that
can be integrated on a chip. Integration affords a smaller foot-
print, lower power requirements, and lower cost.

C. Integrated Delay Line Buffer Structure

The base memory element shown in Fig. 8 can be built using
two photonic chips and cascaded to form a practical optical
buffer for many packets. The element is flexible in that it may
be used as a recirculating (feedback) buffer for a small footprint
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Fig. 8. Schematic of a feedback buffer. A 2 2 switch is combined with a
waveguide loop to provide variable delay for an optical signal.

Fig. 9. Physical implementation of speedup and simultaneous read/write.

Fig. 10. Schematic and SEM of a fabricated SOA gate matrix switch wire-
bonded to an aluminum nitride submount.

and low component count, or concatenated to form a feed-for-
ward buffer for arbitrary packet lengths. Feed-forward configu-
rations require loops to store a packet for packet durations,
while feedback loops can store packets for many recirculations,
presently around 10, but ultimately 100 packet lengths or more,
as discussed below.
These buffer elements can also enable easy implementation

of simultaneous read/write as well as speedup. These are both
definite advantages for the CIOQ architecture. The design ex-
tension to enable a speedup of 2 and simultaneous read/write is
shown in Fig. 9.

D. Device Design and Results

The integrated buffer is a simple structure, relying on only
one passive element—the delay line—and one active ele-
ment—a 2 2 switch. There are many 2 2 optical switch

Fig. 11. Packet recovery measurements showing 98% packet recovery for up
to five circulations, or 64 ns of storage.

structures. We have focused on a semiconductor optical am-
plifier (SOA) gate matrix switch (Fig. 10) because it has
large ( 40 dB) extinction ratios, which is important for long
storage times. The SOA gate matrix operation is that of a
broadcast-and-select architecture. Inside the switch, the signal
is directed toward both output ports and passes through three
to four amplifiers on each route. The amplifiers at the edges
by the ports are used solely for gain, but the center amplifiers
can be turned off to absorb the portion of the signal traveling
through that path. Thus, the signal for the desired output port
is amplified, while the signal at the alternative output port is
completely eliminated. The optical amplifiers use an InGaAsP
offset quantum well structure. This particular switch design
exhibits high extinction ( 40 dB), low crosstalk ( 40 dB),
and fast switching times (1-ns rise time 20%–80%) [27]. These
extinction and crosstalk values guarantee that interference will
not limit buffer performance. As previously mentioned, the
ability to switch within several nanoseconds along with packet
lengths of at least 40 B allows for increased throughput.
The switch is coupled to a low-loss waveguide delay line to

form the integrated buffer element. Silica optical delay lines
have low loss, on the order of 0.01 dB/cm. They can be spiral-
wound for small size, of order 1 cm in area for a length of
2 m, which is sufficient for 40-byte packets at 40 Gb/s or more.
Furthermore, these delay lines can be interleaved such that 16
such delay lines can be integrated into this size.
The integrated optical buffer described achieved 64 ns of

packet storage, or five circulations, with 98% packet recovery.
Fig. 11 shows the packet recovery measurements, illustrating
that although slightly more optical signal power was needed to
achieve the same performance, the buffer prototype was suc-
cessful. Buffering between two packet streams was also demon-
strated with both a fiber version [28] and the integrated version
described [25].

E. Future Work
This initial demonstration of optical buffering indicates

what is possible, but is primitive compared to what should
become available over the next few years. This work used silica
waveguides butt-coupled to InP gate matrix arrays. Park et al.
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Fig. 12. Maximum number of circulations possible as a function of the loop
gain needed in order to maintain an OSNR of 20 dB. Curves are shown for a
range of common amplifier noise figures.

have demonstrated a similar structure using silicon waveguides
with integrated SOAs [29]. This approach is fully integrated
and eliminates the coupling loss between the chips, albeit at the
expense of higher propagation loss.
Overall loss is the primary limitation of this optical buffer

approach as it reduces the signal-to-noise ratio (amplification is
accompanied by amplified spontaneous noise). Through simple
design changes, the loss can be easily and drastically reduced.
With this improvement and the optimization of the amplifiers,
hundreds of circulations will be possible, as shown in Fig. 12.
In addition, delay lines incorporating 3R (reamplification, re-
timing, and reshaping) regeneration should become available.
Operation at higher bit rates with faster switch times is also
not fundamentally limited. With further advances in integration,
hundreds of buffers on one chip should be possible in the next
few years.

V. BUFFERS FOR FIXED-SIZE SMALL PACKETS

The integrated delay loop structure we introduced in
Section IV is capable of buffering fixed-size 40-byte op-
tical packets. On the other hand, in the baseline setting of
Section III-C, we assumed that data packets were 1000 bytes,
and showed that 15-packet buffers made the utilization above
80%. Here, we want to know whether we can set the buffer
size as small with short packets and yet achieve the same
performance as what we achieve with long packets.
Fig. 13 shows a network architecture where packets are seg-

mented by edge routers as they enter the core network. Op-
tical buffers of Section IV are designed for fixed-size cells with
length equal to the recirculation delay of the memory loops.
To implement these buffers in the core network, edge routers
must be able to break variable-length packets into fixed-size
small cells. Egress edge routers reassemble these fixed-sized
cells back into the original packets as they depart the core net-
work. This architecture eliminates the variable-length-packet
problem, but can we apply the buffer sizing results to routers
regardless of the cell size?

Fig. 13. Core network with fixed-size cells. Edge routers break variable-length
packets into small fixed-size cells and reassemble them back into original
packets as they depart the core network.

Simulation results [21] show that if packet segmentation hap-
pens in slow access networks—i.e., before packets are multi-
plexed on fast core links—then packet length does not have a
significant impact on the required buffer size. For example, at
100% load and 15-packet buffer size, link utilization decreases
from 80% to about 71% when the packet size goes from 1000 to
100 bytes. This difference in utilization becomes smaller when
the load on the bottleneck link becomes smaller [21].

VI. CONCLUSION

Optical buffering in Internet routers is not a myth any longer.
Integrated optical memory loops have been fabricated and
tested. On the other hand, theory, simulations, lab experiments,
and experiments in operational networks suggest that under
some conditions, a core network will run fine with stringing
a tiny number (about 20) of these memory loops together on
routers’ linecards. This result is well suited to what we can
build currently to achieve an acceptable signal-to-noise ratio
level—not to mention the critical reduction it brings in the cost,
footprint, and energy consumption of routers’ buffers.
Our buffering approach is capable of storing optical packets at

40-Gb/s bandwidth with measured performance comparable to
electrical memory devices. Currently, these optical recirculating
memory devices can store 40-byte packets for up to 10 packet
recirculation time. The maximum storage time is expected to
increase to a few hundred packets in the near future by applying
new methods of loss reduction.
Achieving high throughput with tiny buffers in backbone

routers is conditional on one main assumption: that the traffic
of individual flows does not appear very bursty on core links.
This condition is satisfied if core links run faster than access
links. The difference in bandwidth must be large enough to
eliminate short-term traffic bursts of individual flows in the
core. However, if that is not the case, then paced TCP should
be implemented to space traffic generated at the source.
Optical memory loops are designed for buffering fixed-size

packets. The storage-time resolution of the loop is limited by
its recirculation delay. Thus, it works best if all packets are of
length equivalent to this delay time. To handle variable-length
packets, edge routers must be able to segment packets into small
fixed-size cells before they enter the core and to reassemble the
cells into original packets as they depart the core.
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Fig. 14. Link utilization versus buffer size with iSLIP. Left: . Right: .

The 10%–20% throughput loss that 20-packet buffers re-
sult in, in addition to the overhead introduced by segmenting
packets, will limit utilization on core links. However, link band-
width is the abundant resource in optical core networks. The
core is usually the most overprovisioned part of the network, so
losing a small fraction of the link bandwidth would still make
the network work fine.

APPENDIX A

We consider a CIOQ router and show that with a speedup of
at least 2 and output buffers of size , the occupancy of input
buffers can be made smaller than .
Definition: Consider two routers and , and assume that

the same input traffic is fed to both routers. Router is said to
exactly emulate router if it has exactly the same drop sequence
and the same departure sequence as router .
If input and output buffer sizes are unlimited, a CIOQ router

(with a speedup of at least 2 and a stable marriage scheduling al-
gorithm) can exactly emulate an OQ router [13]. In other words,
despite the contention at the input side, the CIOQ router does not
keep packets longer than the OQ router. Now, assume that is
an OQ router and is a CIOQ router, both with output buffers
of size . Consider the scenario where router drops an ar-
riving packet exactly when router does so (i.e., when the total
number of packets destined for a given output port exceeds ).
We show that the occupancy of the input buffers in router is
limited according to the following theorem.
Theorem 2: If router exactly emulates router , then at any

time , , where is the size of output buffers in
both routers and is the buffer occupancy of router at
input port .

Proof: Assume the contrary. There must be a time and
an input port such that . With speedup of 2,
at most two packets are removed from port at any time slot.
Therefore, there is a packet in router that cannot be sent out of
the router in time slots. This contradicts the exact emulation
assumption, since any packet in the OQ router is sent out in at
most time slots.

APPENDIX B

In this appendix, we will see how the switch parameters
(switch size, scheduling algorithm, and load distribution) affect

link utilization and the required buffer size. Network topology
and traffic characteristics are the same as in the baseline setting.
Switch Scheduling Algorithm and Load Distribution: In the

baseline setting of Section III-C, we assumed that the switchwas
scheduled by the MWM algorithm and that the load distribution
was uniform.
Here, we relax these two assumptions and compare the re-

sults of the baseline setting to those obtained under the iSLIP
scheduling algorithm [24] and nonuniform traffic.
The widely implemented iSLIP scheduling algorithm

achieves 100% throughput for uniform traffic. This iterative
round-robin-based algorithm is simple to implement in hard-
ware, but the throughput is less than 100% in the presence of
nonuniform bursty traffic.
Among various possible nonuniform distributions of load, we

choose the diagonal load distribution. With a diagonal distribu-
tion, 2/3 of the total traffic at a given input port goes to output
port , and the remaining 1/3 goes to output . Com-
pared to the uniform traffic, this type of traffic is more difficult
to schedule because arrivals favor the use of only two matchings
out of all possible matchings, and the average backlog in input
buffers is larger [23].
Fig. 14 shows the output link utilization versus input buffer

size per VOQ. With iSLIP and speedup of 1 (left), there is no
queueing at the output side of the switch. When the speedup is
1.2 (right), the switch fabric runs 1.2 times faster than the line
rate, which may cause backlog in output buffers. In this case, we
have set the output buffer size to only 20 packets per port. That
is why, with uniform traffic and large input buffers, increasing
the speedup from 1.0 to 1.2 causes some throughput loss.
The results show that with speedup of 1.2 (for all combina-

tions of scheduling algorithm and load distribution) setting the
buffer size to five packets per VOQ and 20 packets per output
port raises the utilization to more than 80%. Larger speedups
make the impact of the scheduling algorithm even smaller be-
cause the switch behaves more like an output-queued switch.
Switch Size: The output link utilization of a switch depends

on its size (number of ports). Increasing the number of ports
creates more contention among the input ports and adds to the
short-term congestion (caused by the statistical arrival time of
packets from different input ports) on output links.
Fig. 15 shows the minimum required buffer size for 80% uti-

lization on output links. The simulation setting follows the base-
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Fig. 15. Minimum required buffer size for 80% utilization versus switch size.
The switch has a uniform load distribution, which results in more contention
and short-term congestion as the number of ports increases.

line, except that we vary the switch size from 2 to 32. For all
switch sizes, the offered load on the output links is 100%.
In this set of simulations, the switch has a uniform load distri-

bution. If the traffic at a given output port comes from a limited
number of input ports, then we do not expect to see any changes
when the switch size is varied. With diagonal load distribution,
for example, where the traffic on each output link comes only
from ports and , the required buffer size for 80% uti-
lization remains constant when we change the number of ports.
We assume that the input ports maintain a separate VOQ for

each output port. Therefore, despite the decrease in the VOQ
size in Fig. 15, the total buffer size per input port (i.e., the size
of the VOQ times the number of output ports) increases.
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