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Abstract --A parallel packet switch (PPS) is a switch in which the mem-
ories run slower than the line rate. Arriving packets are load-balanced
packet-by-packet over multiple lower speed center stage packet switches. It
is known that, for unicast traffic, a PPS can precisely emulate a FCFS out-
put-queued (OQ) switch with a speedup of two and an OQ switch with delay
guarantees with a speedup of three. In this paper we ask: Is it possible for a
PPS to emulate the behavior of an OQmulticast switch? The main result is
that for multicast traffic an -port PPS can precisely emulate a FIFO OQ
switch with a speedup of , and a switch that provides delay
guarantees with a speedup of .

Keywords--Clos’ network; inverse-multiplexing; parallel packet switch; load-
balancing; multicasting.

I. INTRODUCTION

All packet switches require memories that buffer packets dur-
ing times of congestion. For several years, the capacity of high
performance switches and routers has been limited by the band-
width of commercially available memories. This is, in part,
because standard DRAM memories are optimized for density
rather than speed of random access. Given that this situation is
unlikely to change in the near future, there is interest in packet-
switch architectures that overcome the memory bottleneck.1

The memories in well-known packet switch architectures —
such as input queued (IQ) switches, output queued (OQ) and
combined input and output queued (CIOQ) switches — must be
capable of buffering and retrieving packets at a speed equal to, or
faster than the line rate. As line rates increase (from OC48c,
OC192c, to OC768c and above), it becomes difficult or impracti-
cal to buffer packets as fast as they arrive.

In attempt to overcome this problem, the PPS was proposed in
[1] allowing each memory device in the switch to run slower than
the line rate. The architecture is based on the 3-stage Clos Net-
work [3] and is illustrated in Figure 1. The figure shows an exam-
ple of a  PPS with a central stage consisting of three layers
— each made from an output queued switches. The demulti-
plexor at each port connects to all layers which operate indepen-
dently and in parallel. Arriving packets are sent by the
demultiplexor to one of the slower speed layers. In other words,
packets from each external line (operating at rate ) are sent
over one of  links, each of which operates at a data rate of at
least . Packets are stored in the output-queues of the center
stage switches and are sent to the multiplexor at the time of
departure. In general, the internal links in the center stage
switches operate at a rate , where is thespeedup.

It is interesting to know how a PPS will perform; in particular,

1. Since, optical buffers are as yet commercially unviable, packet switches will
continue to use electronic buffers for some time.
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whether it can emulate an OQ switch and its capabilities to pro-
vide guaranteed qualities of service (QoS). We answer this ques-
tion in [1][2].

In this paper we consider multicast traffic. There have been dif-
ferent multicast packet switch architectures which have been pro-
posed in the past. A survey of these switches and the issues
involved in their design can be found in [4][5]. In this paper we
ask whether it is possible for a PPS to precisely emulate a multi-
cast OQ switch.

II. BACKGROUND

A.  Terminology

Cell: A fixed-length packet.

Time slot: This is the time taken to transmit or receive a cell at a
link rate of .

PIFO Queues:A “Push-In First-Out” queue [6] ordering is one
where arriving cells can be placed at any location, but may depart
only from the head of line of the queue. PIFO queues are quite
general and can be used to implement QoS scheduling disciplines
such as WFQ [7], GPS [8], and strict priorities.

Fanout: The number of outputs that a multicast cell  is des-
tined to is called the fanout and is denoted by .

Maximum Fanout: The maximum number of outputs that any
multicast cell can be destined to is called the maximum fanout

, where .

Copy Multicast: A multicast cell can be copied to create multi-
ple unicast cells at the input of a packet switch and each unicast
cell can be individually switched. We call this a “copy multicast”.

Fanout Multicast: In “fanout multicast” the input of the switch
delivers a multicast cell into the switch fabric just once. The cen-
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Figure 1: The architecture of a PPS based on output-queued switches.
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ter stage switch takes care of delivering the cell to each output.

B.  Definitions

In what follows we will need to use some definitions introduced
in [1].

Definition 1: Input Link Constraint (ILC) - Because of the data
rate of the link connecting each demultiplexor to each layer, a
demultiplexor can send a cell to a given layer at most once
every  time slots. This we call the input link constraint.

Definition 2: Available Input Link Set AIL(i,n) - This arises
from the input link constraint, and is the set of layers to which
demultiplexor  can start sending a cell in time slot n. Note that

.

Definition 3: Output Link Constraint (OLC)- Similarly, each
layer is constrained to send a cell to each multiplexor at most
once every  time slots.

Definition 4:Departure Time- When a cell arrives, the demulti-
plexor selects a departure time for the cell. A cell arriving to
input  at time slot  and destined to output  is assigned the
departure time .

Definition 5:Available Output Link Set- , is
the set of layers that can send a cell to multiplexor  at time slot

 i n  the  fu tu re . No te  tha t
.

C.  Unicast Traffic

Theorem 1:(Sufficiency) For unicast traffic, a PPS can emu-
late a FCFS OQ switch with a speedup of .

Theorem 2:(Sufficiency) For unicast traffic, a PPS can emu-
late an OQ switch with a PIFO queueing discipline with a
speedup of .

Proof: Detailed proofs are in [1].

III. M ULTICAST TRAFFIC

We now extend Theorems 1 and 2 to find, first, the conditions
under which a PPS can emulate an FCFS OQ and a PIFO OQ
multicast switch.2

A.  Copy multicast

Lemma 1: (Sufficiency) A PPS, with maximum fanout ,
can emulate a FCFS OQ switch with a speedup of ,
using copy multicasting.

Proof: Since the maximum fanout of a multicast cell is , each
cell is replicated upon arrival to form  unicast cells. Thus each
input of the PPS can be considered to be operating at a line rate
of . ❒

2. Throughout this section, we shall ignore the fact that is a
trivial bound.
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Lemma 2: (Sufficiency) A PPS, with a maximum fanout of
, can emulate any OQ switch with a PIFO queueing discipline

with a speedup of .

Proof: The proof is along the lines of Lemma 1 and is based on
Theorem 2.❒

B.  Fanout multicast

Lemma 3: (Sufficiency) A PPS, with maximum fanout ,
can precisely emulate a FCFS OQ switch with a speedup of

, using fanout multicasting.

Proof: Since the maximum fanout of a multicast cell is , each
multicast cell is destined to a maximum of  outputs. Consider
a cell  that arrives at demultiplexor  at time slot  and des-
tined for output ports , where, . For the
ILC and OLC to be met, it suffices to show that there will
always exist a layer such that it meets the ILC for input port
and  meets  the  OLC fo r  ou tpu t  por ts ,  where ,

.

Thus layer  must meet all the above constraints i.e.

From Definition 2 and 5 we know that,

if, . ❒

Lemma 4: (Sufficiency) A PPS, with maximum fanout ,
can emulate an OQ switch with a PIFO queueing discipline,
with a speedup of , using fanout multicasting.

Proof: The proof is similar to the previous lemma.❒

C.  Devising an Optimal Strategy for Multicasting

We can make the following observations on multicasting.

1. For copy multicasting, the speedup required increases in pro-
portion to the number of copies made per cell.

2. For fanout multicasting, a single cell is sent and no addi-
tional speedup is required to physically transmit the cell.
However higher speedup is required to ensure the existence
of a layer which satisfies all the constraints.

Thus, copy multicast does not use the copy capability of each
layer, whereas fanout multicast does not utilize the speedup. We
now show an optimum strategy which uses both forms of multi-
cast.

1) The bounded copy strategy

Bounded copy multicast bounds the number of copies that can
be made from a multicast cell. We define as the maximum
number of copies that are made from a given multicast cell.
Since the maximum fanout of any given multicast cell is at
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most outputs will receive a copied multicast cell. We
now find a lower bound on the size of the available input link set
as a function of .

Lemma 5: , for all ;
in a PPS using a bounded copy strategy, where  is the speedup
on the links connecting each demultiplexor to each layer.

Consider demultiplexor . The only layers that  cannot send
a cell to are those which were used in the last  time
slots. (The layer which was used  time slots ago is now
free to be used again).  is minimized when a cell
arrives to the external input port in each of the previous

 time slots. Since a maximum of  links are used in
every time slot, .❒

Theorem 3:(Sufficiency) A PPS, which has a maximum
fanout of , can mimic a FCFS OQ switch with a speedup of

.3

Proof: Consider a cell  that arrives at demultiplexor  at time
s lo t  and  des t ined  fo r  ou tpu t  por ts ,  where

. This cell is divided into a maximum of  cop-
ies , where . Each copy , is destined to a
max imum o f  d is t inc t  ou tpu t  por ts ,  where ,

. For the ILC and OLC to be met, it suf-
fices to show that there will always exist a layer such that the
layer  meets all the following constraints for each copy , i.e.

which is satisfied when,

From Definition 2 and 5 we know that,

if,

This will be satisfied if,

3. In these proofs, we derive a conservative bound on the speedup. A
tighter bound can be found for specific values of and.
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Note that the above analysis applies to each copy  that is
made in parallel. Thus each copy  of the multicast packet has
the same input link constraint and by definition the same AIL. In
the case that two or more distinct copies ,
choose the same layer , the copies are merged and a single cell
destined to the distinct outputs of each of the copies  is sent.

The speedup is minimized when  is minimized.
But and so the minimum value
is obtained when ; i.e. .❒

Theorem 4:(Sufficiency) A PPS with a maximum fanout of
, can precisely emulate an OQ switch with a PIFO queueing

discipline, with a speedup of .

Proof: The proof is almost identical to the one above.

Corollary 1:(Sufficiency) A PPS, can mimic a multicast
FCFS OQ switch with a speedup of  and a multi-
cast OQ switch with a PIFO queueing discipline with a speedup
of .

Proof: . ❒

IV. CONCLUSIONS

While we cannot predict the usage and deployment of multi-
cast, it is likely that Internet routers will be called-upon to
switch multicast packets passing over very high speed lines with
a guaranteed quality of service. Should this be the case, packet
switches might require the characteristic of a PPS in which
buffer memories need not run as fast as the line rate.

A conclusion that can be drawn from the results presented
here is that the speedup required grows with the size of the
allowable multicast fanouts. With small fanouts at each switch,
moderate speedup suffices and delay guarantees are theoreti-
cally possible. For large fanouts, the speedup may become
impracticably large.
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