A DESIGN APPROACH to create small-
sized, high-speed implementations of
the keyed-hash message authentication
code (HMAQ) is the focus of this article.
The goal of this approach is to increase
the HMAC throughput to a level that
can be used in modern telecommuni-
cation applications such as virtual pri-
vate networks (VPNs) and the oncom-
ing 802.11n. We focus on increasing the
maximum operating frequen-
cy that, compared to commer-
cially available IP cores,
ranges from 30% to 390%.
The proposed implementation
doesn’t introduce significant
area penalty. More specifical-
ly, the overall increase in
lookup tables required by our
implementation is less than
10% compared to that of
other implementations.

Implementing hash
functions

Hash functions are common and crit-
ical cryptographic primitives. Their pri-
mary application is combined use with
public-key cryptosystems in digital sig-
nature schemes. Hash functions com-
press a string of arbitrary length to a
string of fixed length. Their main pur-
pose is to produce a fingerprint of a
message or some other block of data
that will provide a high level of security
for communication protocols.

Implementing a hash function on
hardware presents numerous advan-
tages. Hardware implementations pre-
sent higher throughput than software,
thus being more adaptable for high-
speed applications. They operate with-
out interuption, contrary to software
implementations in a multitask environ-
ment. Hardware provides higher level
security than software in cases of hack-
ing attempts.

The most widespread functions are
secure hash algorithm-1 (SHA-1) and
message digest (MD5). These two hash
functions are widely known for being
used in the HMAC, which is used in
numerous communication applications
to address authentication issues.

The SHA-1 hash function is selected
for the digital signature algorithm (DSA)
as specified in the digital signature stan-
dard whenever a secure hash algorithm
is required for federal applications. The
SHA and MD-family hash functions are
used widely in the field of communica-
tions, where, until recently, throughput
of the cryptographic systems was not
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required to be high. However, since the
use of the HMAC in the IPSec, e-pay-
ment, and VPN applications, the
throughput of the cryptographic system
has to reach the highest degree of
throughput, especially for the server. In
applications with high transmission and
reception rates, any latency or delay in
calculating the digital signature of the
data packet decreases the network’s

quality of service. Software implementa-
tions are presenting unacceptable per-
formance for high-speed applications
such as e-commerce, e-health, and
video conferences. Poor performance
and bulk implementations of HMAC IP
cores are currently occurring in the
market; Intron and Ocean Logic imple-
mentations are one example.

The latter facts were a strong motiva-
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tion to propose a novel hardware
implementation of the HMAC. We aim
to provide a low-cost design approach,
compared to the solutions proposed by
both academia and industry, to satisfy
the requirements of the new communi-
cation applications. It introduces a neg-
ligible area penalty, increasing the
throughput and keeping the area small
enough for most portable communica-
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tion devices. The main contribution of
this work is the design approach to
optimize performance without introduc-
ing extra area.

The HMAC algorithm

The HMAC standard defines a special
mechanism that guarantees message
authentication for transmission through a
nonsecure communication channel. The
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Proposed HMAC implementation
The architecture of the proposed
HMAC offers a significant benefit con-
cerning the maximum achieved opera-
tion frequency. The critical path is
observed to the hash core block, where
the hash functions are implemented. This
allows the design effort to be focused on
the hash core and the optimization of the
hash functions’ critical path. The two
hash functions are then presented along
with some critical optimizations on the
critical path. Solutions are offered for
applications that require either HMAC-
MD5, SHA-1, or a combined of the
HMAC-MD5-SHA-1 function.

SHA-T hash function

The SHA-1 hash function is an itera-
tive algorithm that requires 80 transfor-
mation steps to generate the final hash
value or message digest (MD). In each
transformation step, a hash operation is
performed that takes as inputs five
32-b variables (a, b, ¢, d, ¢), and two
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Fig. 1 The modified SHA-1 operation block,
separated in two calculation phases

extra 32-b words (one is the message
schedule W, that is provided by the
padding unit, and the other word is a
constant K; predefined by the stan-
dard). The calculations taking place in
each operation (clock cycle #) are
described in (2), where ROTL(y) rep-
resents rotation of word y to the left by
x b and fi(z, w, v) represents the non-
linear function associated to clock cycle
t

e; = ds—1
dy = c—1
¢, = ROTL30(b;-1)
b, = a,_1

az

ROTLs(2,—1)
+ _ft(btfl, Cr—1, dtfl)
+ K, + W, 2)

The linear function f; changes every 20
cycles. Thus, the SHA-1 is divided in
four rounds of 20 identical operations,
based on the used nonlinear function.
The hash value resulted from the 80
iterations is a 160-b MD.

From (2), since the first four operations
are hardwire logic (thus introducing no
delay), it is easy to determine that the criti-
cal path is located in the calculation of at,
which is equal to the delay of three carry-
propagate adders (CPA). However, there
is a design approach that tries to exploit

be made analyzing (3) and Fig. 1.
First, the new data path is assem-
bled by the final calculation block fol-
lowed by the precomputation stage
(from register output to register input).
The critical path is observed in the calcu-
lation of 4, (or ex,_;) and presents a
delay of two adders, synthesized as a
CSA and a CPA. Second, the introduced
area penalty is a single register that stores
the intermediate value g,—1. Additionally,
power dissipation is kept low and almost
the same as that of the initial implemen-
tation. The extra power dissipation is that
of the read/write operations of the intro-
duced register. On the other hand, the
paths are shortened and balanced, reduc-
ing the glitches and the dynamic power
dissipation on the circuit’s wires The
introduction of this precomputational
stage is a novel design approach.
b1 =e 1+ K+ W, e =d,

—1
' /
—1 = di—y,  dp=¢

= ROTLg()(b/t_I)

/
Cr ] = Cr—1,

/t—l =b,1, b= a,t—l
diy = a1, a,=ROTLs(d,_))
+ f;,l + gr—1
gr—1 = ﬁ(btfla Cr—1, dt71)~ (3)
MD35 hash function

MD5 is an improved version of MD4,
which addresses several known successful
attacks on MD4. As in SHA-1, MDS5 focus-
es on the transformation of an initial input
through iterative operations. MD5 pro-
duces a 128-b MD instead of the 160-b
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hash value of SHA-1. Additionally, there
are still four rounds consisting of 16 oper-
ations each. There are four 32-b
(a, b, ¢, d) inputs and two extra 32-b val-
ues that are transformed iteratively to pro-
duce the final MD. One is the message
schedule M, that is provided by the
padding unit, and the other is a constant
L, predefined by the standard. The calcu-
lations that take place in each operation
(clock cycle # are described in (4), where
fn:(z, w, v) represents the nonlinear
function associated to clock cycle t.
Rotation in (4) is performed for s posi-
tions, which vary from cycle to cycle and
are predefined by the standard

dy = cr1
;= by
by = bs—1 + ROTLy(as—1 + fn,
X (by—1, cr—1, dr—1) + M, + L)
a; = dy_1, (4)

The critical path is located on the calcu-
lation of a sole output 4,. Identically to
SHA-1, a precomputational stage can be
applied to this hash function to reduce
the critical path.

HMAC implementation scenarios

As already mentioned, HMAC can
be implemented using one hash func-
tion or two hash functions combined
to operate when selected. Also, both
SHA-1 and MDS5 hash functions have
an identical parameter; they both have
four discreet rounds. The above offer a
wide range of characteristics of the
HMAC implementation that, if exploit-
ed wisely, can give solutions depend-
ing on the nature of the application.

If the critical parameter is a small
area, a rolling loop technique can be
applied. As illustrated in Fig. 1, the out-
put of the operational block is fed back
to the input through precomputation
stage. Notice that the main benefit of the
insertion of the precomputation stage is
that a,, which is the output of the final
calculation block, enters the precompu-
tation stage as the new «,_1, which is a
wire directly connected to the register.
This technique allows small-sized imple-
mentations through reuse of the same
configurable operation block.
Configurability issues have to address
correct selection of the nonlinear func-
tion for both hash functions and the
rotate positions in the case of MDS5.

If the critical design parameter is per-
formance, with a more relaxed area
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Table 1. Characteristics of the proposed HMAC implementations

for the targeted FPGA technologies.

Op.Frequency Throughput
(MHz) (Mb/s)

Xilinx Virtex-ll (—8)

SHA-1 854
MD5 797
SHA-1 MD5 (perf.) 1357
SHA-1 MD5 (area) 982

Xilinx Virtex-E (—8)

SHA-1 686
MD5 612
SHA-1 MD5 (perf.) 1100
SHA-1 MD5 (area) 780

162 1024.0
96 756.0
96 606.8

756.0
81 512.0
638.0

111 701.6
65 512.0
65 410.8

512.0
61 385.5
480.4

constraint, then pipeline can be applied.
As already mentioned, a common char-
acteristic of the two hash functions is
the four rounds. Thus, applying a
pipeline stage to every round results in
a quadruplicating of the achieved
throughput. This technique exploits
small-sized implementations based on
rolling loop and the characteristic of the
four rounds to result in relatively small
sized implementations, achieving
throughput four times higher than the
limit imposed by the design of the oper-
ation block of the hash function.

In the case of implementing HMAC-
MD5 or HMAC-SHA1, the throughput is
directly associated to the maximum
operating frequency of the hash func-
tion’s operation block. The proposed
modifications of the two hash functions
significantly reduce making the critical
path. The implementation of HMAC-
MD5 or HMAC-SHA1, using the precom-
putational stage, scores a 30% increase
of throughput if no pipeline is applied.

In many applications, there is a need
for the selective use of SHA-1 or MD5.
There are two design approaches for
coexistence of the two hash functions.
The first is the implementation of the
two hash functions as separate cores and
selection through a multiplexer.
Although this approach presents low
design complexity, it is not optimal for
small-area requirements. Power dissipa-
tion is also considerably high. The sec-
ond design approach is the exploration
of the two hash functions to locate
resources that can be used by both func-
tions. In this case, area requirements are
reduced and extra power dissipation is a
factor of the latter approach only.

Implementation and results

Considering the afrementioned imple-
mentation scenarios, we implemented
several HMAC designs to verify and evalu-
ate the value of the presented design
approach. The designs were captured in
VHDL and were fully simulated and veri-
fied using commercial tools. The XILINX
Virtex field programmable gate array tech-
nologies were selected as the targeted
technologies synthesizing the designs for
the Virtex-IT and Virtex-E device families.
We used these device families to exploit
the different characteristics offered by
each. More specifically, Virtex-E is appro-
priate for area-optimized designs offering
compact and area efficiency, while Virtex-
II presents performance efficiency.

Results of the implementations

In Table 1, the characteristics of the
proposed HMAC implementations are
offered. Only implementations of the
Virtex-E FPGA family were fully verified,
and numbers reflect experimental results.
The results of the FPGA technologies are
reported from the synthesis tool. The
implementation of the combined hash
functions is considered for two target
design parameters: performance opti-
mized, which uses implementation of
two separate cores and selection through
a multiplexer, and area optimized, which
exploits commonly reused primitives.
The reported throughput corresponds to
a design approach with rolling loop tech-
nique applied but without pipeline. If the
pipeline technique is applied, throughput
is quadrupled, and the area is increased
an average of 3.21 times. This is the first
time that an implementation without
pipeline exceeds 1 Gb/s in Virtex-II FPGA
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technology. As illustrated, synthesizing
the area-optimized design for Virtex-E
results in even smaller area require-
ments, while the performance-opti-
mized design takes further advantage of
the Virtex-II device family. It can be
observed that HMAC-SHA1 is more effi-
cient, in terms of performance, than
HMAC-MD5. The combined HMAC-
SHA1-MD5 doesn’t present the perfor-
mance benefits of SHA1, because the
maximum operating frequency is limit-
ed to that of the lower one, which in
this case is MD5. However, this solution
offers reduced area requirements by
reusing the same resources for both
SHA1 and MD5.

In Table 2, the characteristics of the
commercial HMAC IP cores are reported
to make comparisons. Every single SHA-
1 implementation (not an HMAC-SHA1)
is marked with a * at the start. These
designs are offered as a reference due
to the explicit dependency of the maxi-
mum operating frequency of the HMAC
from the critical path of the used hash
function. As illustrated in Table 2, MD5
is not exploiting the high-speed perfor-
mance efficiencies of Virtex-II device
families, focusing on a optimum area
design, while much better performance
could be obtained with only a small
area tradeoff. Moreover, MD5 presents
even worse characteristics, in terms of
both performance and area, while it
doesn’t either exploit the Virtex-II high
performance efficiency or make the
effort for an optimum area design.
Analyzing the performance of the imple-
mentations presented in Table 2, it can

be observed that throughput of the pro-
posed HMAC implementations exceeds
those of the available commercial IP
cores by up to 390%.

Conclusions

A novel design approach for the
development of small sized and high-
speed HMACs was presented in this
article. The approach showed that the
critical path can be further reduced by
exploiting special properties of the
included hash functions. A significant
design effort was made to keep the
area low. The experimental results
showed that a negligible area penalty
was introduced for achieving an
increase in throughput up to 390%
compared to the competing implemen-
tations. Finally, the design was fully
tested and verified for the Xilinx Virtex-
E FPGA family using a prototype board.
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ELLIPTIC CURVE CRYPTOGRAPHY is a
public key cryptosystem that is becom-
ing increasingly popular. Implementa-
tions of cryptographic algorithms
should not only be fast, compact, and
power efficient, they should also resist
side channel attacks. One of the side
channels is the electromagnetic radia-
tion out of an integrated circuit. Hence,
it is very important to assess the vulner-

Ironically, the very same technology
that forms the basis for the higher
demand in security has a few annoying
side effects. The use of side channels to
break a cryptosystem was introduced
by P. Kocher. In this context, a side
channel is a physical property that can
be measured externally during the exe-
cution of a cryptographic algorithm to
derive information on secret keys.

Measuring the vulnerab |
of Crypiog G

ability of implementations of cryptosys-
tems against these attacks. A simple
electromagnetic analysis (SEMA) attack
on an unprotected implementation can
find all the key bits with only one mea-
surement. We also describe a differen-
tial electromagnetic analysis (DEMA)
attack on an improved implementation
and demonstrate that a correlation
analysis requires 1,000 measurements to
find the key bits.

Cryptographic algorithms and
protocols hold the key

Keeping information secret and
authentic is a very old concern, but the
exponential growth of technology exac-
erbates the need for secure communica-
tion. Cryptographic algorithms and pro-
tocols are essential in protecting the
confidentiality and authentication of
data; they replace the problem of pro-
tecting information by protecting short
cryptographic keys.
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Examples are the execution time of the
algorithm on the chip or the power
consumption of implementations of
cryptosystems. With this idea, crypt-
analysis no longer focuses exclusively
on the mathematical aspects but also
evaluates weaknesses of implementa-
tions. The three main physical proper-
ties of cryptographic modules can be
exploited in side channel attacks:
power consumption, timing, and elec-
tromagnetic radiation. Others such as
sound and heat are currently being
explored but see less promising.

Elliptic curve cryptography (ECC)
was proposed independently by Miller
and Koblitz in the 1980s. Since then a
considerable amount of research has
been performed on secure and efficient
ECC implementations.

This article reports on the first imple-
mentation of an electromagnetic analysis
(EMA) attack on a hardware implemen-
tation of an elliptic curve (EC) processor

0278-6648/06/$20.00 © 2006 |IEEE

with a key length of 160 b. Earlier work
is either theoretical or presents attacks
on software implementations for 8-b
smart cards. The main difference
between our implementation of an EC
processor and these software implemen-
tations is that, in our hardware, all oper-
ations are done in parallel. Hence, the
number of bit transitions during every
clock cycle can be up to 160, compared
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to eight for a smart card. This implies
that the predictions of the transitions are
much harder. To detect the effect of any
bit changes, we have to increase the
number of measurements by a factor of
20 or more.

The U.S. government has been aware
of electromagnetic leakage since the
1950s. The resulting standards are called
TEMPEST and are partially available at
<http://cryptome.org/nsa-tempest.htm>.
The first published papers are the work
of J. Quisquater and D. Samyde and the
Gemplus team. According to D. Agrawal,
there are two types of radiations: inten-
tional and unintentional. Later on, infor-
mation of different side channels was
combined in so-called multichannel att-
acks in which the side channels are not
necessarily of a different kind.

Until now, most papers on EMA
applied similar techniques such as
power analysis while apparently much
more information is available to be
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Fig. 1 Possible switching events for a CMOS invertor (From left to right, from top to

bottom (a)-(b), (c)-(d)

explored. Tt is likely that future work
will also deal with combinations of
EMA with other side channel attacks.

Elliptic curves over GF(p)

The public key cryptosystem imple-
mented on the field programmable gate
array (FPGA) is the elliptic curve cryp-
tosystem. An elliptic curve E is
expressed in terms of the Weierstrass
equation: yz =3 + ax+ b, where a, be
GF (p). The points on this curve can be
added to each other, and the resulting
point is again a point on the same
curve. The point at infinity zero plays a
role analogous to that of the number 0
in ordinary addition. Thus, P+ O= P
and P+ (—P) = O for all points P.
With these properties, it is straight for-
ward to introduce the point or scalar
multiplication as the main operation for
ECC, i.e., kP= P+ P+ ... P(k times).
This operation can be calculated by
using the double-and-add algorithm as
shown in Algorithm 1.

Algorithm 1: Elliptic Curve Point
Multiplication
Require: EC point P= (x, y), integer &,

O0<bk<M, k= C(ki_1,ki_2, ..., ko2,
ki1 =1
Ensure: Q = (x', y/) = [k P
1.Q < P
2. for i from /-2 downto 0 do
3. Q<20

4. if k; =1 then
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5. Q< Q+P
6. endif

7. end for
The goal is to guess the key bits k;
because by finding them, the algorithm
is broken.

Electromagnetic analysis attack
Nowadays, complementary metal-
oxide semiconductor (CMOS) is by far
the most commonly used technology to
implement digital integrated circuits. A
CMOS gate consists of a pull-up net-
work with C-MOS transistors and a pull-
down network with n-MOS transistors.
Those networks are complementary.
When the input is stable, only one of
the two networks conducts. The most
simple logic gate is an inverter; its
power consumption is representative
for all logic ports and gives a general
image of the power consumption in a
CMOS circuit. During the functioning of
the inverter, three types of power con-
sumption can be distinguished: the
leakage current, the current that flows
from the power source to the ground
during the switching from 0 to 1 (short-
circuit current), and the current used to
charge and discharge the different
capacitors in a digital network (dynamic
power consumption). The last one
causes the biggest power consumption
in present designs because of all the
wiring in an FPGA on which this algo-

rithm is implemented. These capaci-
tors, however, are necessary to main-
tain the two different logic levels. The
capacitor, when charging or discharging
differs so to switch an invertor from 0
to 1 or from 1 to 0, consumes a differ-
ent amount of power. In addition, all
capacitors for each gate differ, which
results in a different power consump-
tion of the different gates according to
the data being processed. This is partial-
ly illustrated in Fig. 1: (a) shows charging
the load capacitor of the invertor, (b)
shows the discharging phase, and (¢)
and (d) do not show any change in
charge because the input voltage is not
altered.

The sudden current pulse that occurs
during the transition of the output of a
CMOS gate causes a variation of the
electromagnetic field surrounding the
chip. This can be monitored, for exam-
ple, by inductive probes that are partic-
ularly sensitive to the related impulsion.
When using a loop antenna, the voltage
induced by the current equals

__4¢
V= dt
¢=/32

where V is the probe’s output voltage,
¢ the magnetic flux sensed by probe, ¢
is the time, B is the magnetic field, and
A is the area that it penetrates.

Two types of electromagnetic analy-
sis attacks are distinguished. In a SEMA
attack, an attacker uses the information
from one electromagnetic radiation
measurement directly to determine
(parts of) the secret key. In a DEMA
attack, many measurements are used
to filter out noise and the key is
derived using a statistical analysis. A
SEMA attack is typically used when
there is a conditional branch in the
algorithm that results in a different
radiation pattern whenever the branch
is taken. A DEMA attack uses the prop-
erty that processing different data
needs a distinct amount of power and
radiates a different field.

A simple analysis

In a simple power analysis attack, an
attacker uses the side-channel informa-
tion from one measurement directly to
determine parts of the secret key. These
attacks are possible because of differ-
ences between executed instructions.
They need to have a simple relationship
with the key, like the fe. key dependent
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branches. The algorithm under attack in
this article can be implemented with key
dependent branches as in shown in line
four of Algorithm 1. If the instruction in
this branch has a power consumption
graph that is distinguishable from other
instructions in the algorithm, it will be
very easy to gain some information
about the key. An attacker measures the
power trace of the cryptodevice and
tries to relate his knowledge about the
implementation on the power trace.

A differential analysis

A differential analysis works accord-
ing to the following procedure and is
shown in the flowchart. In the first step,
a number of side-channel measurements
are taken while the cryptographic
device encrypts the same algorithm with
the same key but different inputs. In the
second step, the attacker chooses a
point of attack where the intermediate
results at that time only depend on a
part of the key and calculates the hypo-
thetical side-channel value for every
input based on all guesses for the sub-
key according to a model of the side
channel. In the next step, the attacker
uses statistical techniques to verify
which hypothesis about the key is cor-
rect by looking for a relationship
between the hypothetical side channel
values and the real ones.

As explained earlier, when there is
some switching from 0 to 1 or 1 to 0,
more power is used than when there is
no switching activity. This relates the
power consumption with the amount of
bit toggles, giving us a model to mimic
power as a side channel. When an
attacker chooses a point of attack for
which he can calculate the intermediate
values of the algorithm with knowledge
of the input and a partial guess from
the key, he can relate the power con-
sumptions of the measurements with
different inputs to the hypothetical val-
ues of the amount of bit toggles. If this
statistical analysis makes sense, the key
guess was correct. If not, the key guess
was probably incorrect and a new one
sould be made.

Correlation analysis

In DEMA, an attacker uses a hypo-
thetical model of the attacked device.
The quality of this model is dependent
on the knowledge of the attacker. The
model is used to predict several values
for the electromagnetic radiation of a
device, which are compared to the real,
measured electromagnetic radiation of
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the device. Comparisons are performed
by applying statistical methods on the
data. Among others, the most popular
are the distance-of-mean test and the
correlation analysis. For the correlation
analysis, the model predicts the amount
of side channel leakage at a certain
moment of time in the execution. These
predictions are correlated to the real
electromagnetic radiation. The correla-
tion can be measured using the Pearson
correlation coefficient. Let #; denote the
ith measurement data (i.e., the ith
trace) and 7 the set of traces. Let p;
denote the prediction of the model for
the ith trace and P the set of such pre-
dictions. Then we calculate

E(T.P)— E(T).E(P)
/Var (7). Var (P)
—-1<C(7T,P) <1

C(T, P)=

where E(T) denotes the expectation
(average) trace of the set of traces 7'and
Var(T) denotes the variance of a set of
traces 7. T'and P are said to be uncorre-

x 104

Fig. 2 The FPGA and the
handmade antenna

lated, if C(7, P) equals zero. Other-
wise, they are said to be correlated. If
their correlation is high, i.e., if C(7, P)
is close to +1 or —1, it is usually
assumed that the prediction of the
model, and thus the key hypothesis, is
correct.

Measurement setup

Figure 2 shows the most important
part of our measurement setup: the
VIRTEX FPGA that is under attack.
Because the field surrounding the chip
is mainly a magnetic field in the near
field, a loop antenna is used to pick up
the variations of the field. Our setup
consists of essentially two boards. The
main board is responsible for interfac-
ing to the PC via the parallel port. It is
connected with the XILINX parallel
cable to program the VIRTEX FPGA and
provides some LEDs, switches, and but-
tons for testing purposes. The daughter
board itself carries the VIRTEX FPGA. It
allows to access some pins for trigger-
ing and to measure the power con-
sumption of the VIRTEX FPGA in a
convenient way.

icuuvliliaylicus cilaliauvli
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Fig. 3 Electromagnetic
radiation trace of a
160-b EC point
multiplication with
double-and-add
algorithm
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SEMA attack on an FPGA
implementation of an EC processor

The EM radiation trace of a 160-b EC
point multiplication is shown in Fig. 3.
The SEMA attack is implemented on the
EC processor published in S.B. Ors et
al, which uses Algorithm 1 for EC point
multiplication. It can be derived from
Fig. 3 that the key used during this
measurement is 11001100, because
there is difference between the EM radi-
ation traces of the EC point addition
and doubling. The SEMA attack was
successful because of the conditional
branch in Step 4 of Algorithm 1.

As a countermeasure to this attack,
we implemented the EC point multiplica-
tion by using the always double and add
algorithm published in J.S. Coron. Algo-
rithm 2 shows that the EC point addition
is executed independently from the value
of the key bits. One EM radiation mea-
surement will not reveal the key bits.

Algorithm 2: Elliptic Curve Point
Multiplication
Require: EC point P= (x, y), integer

RO<k<M, b= (ki_1,ki_2, ..., k)2,
ki1 =1
Ensure: Q = (x', y/) = (AP
1.Q <« P
2. for i from /-2 downto 0 do
3. QL <2Q
4 Q< Q1+ 7P
5 if 2, = 1 then
6. Q< Q
7. else
8 Q <«
9. endif
10. end for
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for the fifth peak

DEMA attack on an FPGA
implementation of an EC processor

The target for our DEMA attack is
the second most significant bit (MSB) of
the key k;_; in Algorithm 2. If £;_, =0,
then Q will be updated by 2P, other-
wise by 3P at step 5 in Algorithm 2.

In the first step of our attack, we
have produced a so-called EM radiation
file. For this purpose, N random points
were chosen on the EC and one fixed
but random key. We have let the FPGA
execute NN point multiplications of N EC
points, P;, i=1...N with the same
key, kas Q; = [k] P;. We will attack the
circuit at the time the coordinates of Q;
is updated for the second time at step 3
of Algorithm 2. With these measure-
ments, an /N x 2 000 000 matrix, M; is
produced. We have applied a pre-
processing technique to reduce the
amount of measurement data in every
clock cycle. We have found the maxi-
mum value of the measurement data in
each clock cycle and stored them in
matrix M,. Because the clock frequency
of the function generator we have used
for our experiments was slightly differ-
ing during the measurements, the num-
ber of points in one clock cycle D; has
to be found. To compute D;, we have
to know the exact clock frequency. For
this, we have calculated the discrete
fourier transform of each measurement.
Figure 4 shows the first measurement
after taking the maximum value in every
clock cycle.

We have implemented the EC point
multiplication with Algorithm 2 in the C
programming language. The C program

1,000 2,000 3,000 4,000 5,000 6,000 7,000 8,000
Number of Measurements

Fig. 5 Correlation in function of the number of measurements

computes N EC point multiplications with
N EC points and the key. The EC points
and the key are the same as the ones
given to the FPGA. During the execution
of the EC point multiplications, the C
program computes the number of bits
that change from 0 to 1 and from 1 to 0
in some registers at the corresponding
steps to the five spikes shown in Fig. 4.
The number of transitions is used as the
EM radiation prediction.

We have predicted the EM radiation
of the events that correspond to the five
spikes shown in Fig. 4 for k;_, = 0 and
ki_» =1 for each measurement and
stored them in M3. Now, we can learn
the right value of k;_, by finding the
correlations between M3 and M;. There
will be two values for each spike: one
for the guess that the key bit is 0, one
for the guess that the key bit is 1. The
correlations for spike five give us the
correct key bit by using only 1000 mea-
surements. The correlation for the guess
that the key bit is 1 is much higher than
the correlation for the other guess as
shown in Fig. 5.

After 1,000 measurements, the corre-
lation for the £, =1 guess starts to
differ from the correlation for the
k5 =0 guess. The correlation for the
kj_5 =1 guess starts to rise, for the
kj_, =0 guess the correlation stays
around 0.

Conclusions

In this article, we have presented a
SEMA and DEMA electromagnetic analy-
sis attack on an FPGA implementation of
an elliptic curve processor. As a result of
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a SEMA attack on an unprotected imple-
mentation, we can find all the key bits
using just one measurement. We have
conducted a DEMA attack on the always
double and add implementation and
have shown that it is possible to find the
key bits by making more measurements
and using correlation analysis. Our
attacks show that electromagnetic attacks
form a realistic threat for a broad range
of cryptographic hardware implementa-
tions. Further work is necessary to opti-
mize these attacks using more sophisti-
cated antennas and signal processing
techniques. On the other hand, system
designers and cryptographers should
jointly develop, implement, and evaluate
additional countermeasures against side
channel attacks. These can consist of fre-
quent key updates and various masking
and decorrelation approaches.
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